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1. Introduction  

Defects are not only about cost or loss, they are more importantly about customer trust and confidence…….. 

Quality inspection is an important aspect of modern industrial manufacturing. The target to be achieved through this project was 

primarily aimed at detecting the surface defects belonging to different classes. This was achieved through grabbing the images from 

the camera, carrying out defect detection on these images and later classifying them. We present a method to automatically detect 

and localize defects occurring on the surface. Defect regions are segmented from background images using their distinguishing 

texture characteristics. This relies on the digital image processing toolbox of the mathematical software MATLAB. The method of 

detecting defects such as black flecks and scratching is proposed here.  

 

2. A brief review of the work already done in the field. 

Defect detection methods are mainly categorized in statistical approach, spectral approach and model based approach. These 

approaches are briefly described as below: 

2.1 Statistical Approach 

Methods in this approach mainly focus on statistical behavior of different regions of image. 

Statistical approach describes spatial distribution of gray level by two representations auto-correlation function and co-occurrence 

matrix [1].  

Auto-correlation Function 

Auto-correlation function measures spatial frequency of image and it gives maxima of that frequency at different locations according 

to the length of repetitive primitive on image. These maxima will be constant for the primitive that has been perfect throughout the 

image and different for the primitives that are changed and imperfect in replication. As a result those primitives can be considered 

as defective [1]. This method is mostly used for regular patterned images. It measures regularity and coarseness of pattern. But this 

method has limitation. It needs reference frame of tonal primitive to carry out analysis of texture. 

Co-occurrence Matrix 

Co-occurrence matrix is the most widely used method for texture classification. It uses 2D matrices to accumulate various texture 

features of images such as energy, contrast, entropy, correlation, homogeneity etc [2]. These texture features are characterized as 

second order statistic which is the measure of spatial dependence of gray values for specific distance [1]. This method has some 

limitations. The size of co-occurrence matrix is important. So number of gray values must be reduced to meet the memory 

requirements [2]. If the texture features are constructed using large sized primitive than this methods shows poor performance [1]. 

Mathematical Morphology 

Mathematical morphology takes out useful components from image for the description and representation of regional shape [1]. In 

this method operations such as erosion, dilation, opening and closing are performed on image using structuring element [1]. The 

benefit of this method is that it gives response to various defect size and shapes. It is also better for segmentation. It is mostly 

suitable for unidirectional textures [1].  

Edge Detection 

Edge detection techniques are also very effective in detection of defects. The distribution of number of edges is the important feature 

in texture images. In an image point, line and edge defects can be represented using number of gray level transition in an image [3]. 

These features can be used to detect defects. But this method has also some drawbacks. This approach is only suitable to plain 

weave fabric images [3]. With these method defects nearby edges are hard to detect.  

2.2 Spectral Approach 

Methods in these approaches are applicable when texture images are composed of reoccurrence of some basic primitive with 

acceptance of specific rules of displacement [3]. Therefore, spectral approaches are not suitable for the images with random texture 

features. 

Fourier Transform 

Fourier transform can be derived from Fourier series. While spatial domain is sensitive to noise and difficult to detect defect, Fourier 

transform utilizes frequency domain to detect defects [1]. This transform has the properties of noise immunity, optimal 
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characterization of periodic features and translation invariance. Fourier transform can be categorized in two categories: Discrete 

Fourier transform and Optical Fourier transform. The DFT based approaches are ineffective for the images in which frequency 

component of defects appear in image are highly mixed with each other in frequency domain. In OFT, defect detection of fabric 

image is very easy and fast because it is obtained in optical domain by using lenses and spatial filter [3]. 

Wavelet Transform 

Wavelet transform is another spectral approach for defect detection. Wavelet represents decomposition of multi-resolution signal. 

Fourier transforms are sinusoidal whereas wavelet transform are small waves of varying frequency and some specific duration 

called wavelets. Wavelet transform provides more local support from vertical, horizontal and diagonal direction for any inputted 

image [1]. The multi-scale wavelet representation has the property of shift invariance and it can detect defects by examining image 

at different scales. 

Gabor transform 

The general form of Gabor function is in a nonorthogonal basis set. Gabor filter provides optimal joint localization in both spatial 

and spatial-frequency domain [1]. The texture features that represent frequency content in local region in spatial domain can be 

extracted by localized spatial filtering. Gabor filters provide this type of filtering [3]. The implementation of Gabor filter is 

categorized in two ways [1]: 1) Filter bank consisting group of filters with predetermined parameters in frequency and orientation 

to adequately cover frequency plane.  

2) Implementation of optimal filters with the use of few filters but correct choice for that filters is hard and crucial. 

Filtering approach 

Filtering technique is used in many applications to filter out image for smoothening of image by suppressing high frequency or for 

enhancing image by suppressing low frequency. Filtering is performed between image neighborhood and filtering mask [1]. In 

Filtering approach there are three kinds of methods [2]:  

1) Spatial domain filtering which is applied directly on pixels 

2) Frequency domain filtering which is based on Fourier transforms. 

3) Joint spatial-frequency domain filtering. 

In spatial domain, images are filtered out by using gradient filters to extract dots, lines and edges. In this approach first Sobel, 

Canny, Robert, Laplacian, Daubechies and Law filters are used to measure edge density. Many other methods use frequency domain 

filtering approach in the case when there are no straightforward kernels can be found. In this approach image is first transformed to 

Fourier domain, multiplied with filter function and then again re-transformed to spatial domain [2]. Example of frequency domain 

filters are Ring filter and Wedge filters. 

2.3 Model based Approach 

Texture is usually considered as a complex pictorial pattern. Any random field in mage can be defined by stochastic model which 

is modeled by simple function of an array of random variables [1]. This modeling based approach has advantage that it can produced 

texture that can match the observed texture [3]. Model based approaches are mostly suitable to fabric images with stochastic surface 

variations or for randomly textured fabrics for which the statistical and spectral approaches have not yet shown good results [3]. 

Model based methods include autoregressive model, fractal model, markov random field model and the Texem model. 

Table 1 shows the comparison among the different methods used for the detection of defects in images.  

 

Table -1: Comparison of various defect detection methods 

Method Advantages Disadvantages 

Edge Detection [4] Identify 

defects 

effectively 

and accurate 

It is not working with various defects 

other than crack and holes. 

Morphological Operations [5] It gives smooth image with less 

lightning disturbance. 

It is sensitive to defect size and shape. 

Wavelet Transform [8] Performs better for line defects such 

as horizontal, vertical and diagonal 

line defects 

Failed to detect defect in presence of 

color variance and smooth edges in 

images. 

Thresholding [6] It selects appropriate threshold value 

automatically 

Work well only with image to be 

threshold has clear peek and valleys. 

Co-occurrence Matrix [7] Ability to detect defect which has 

invariant of luminance. 

It can only work with invariant 

environment condition. More 

demanding in terms of computational 

and memory requirement. 

 

Effective algorithms for defect detection are developed which consists of following procedure: 

i. Background Extraction: Backgrounds are found and separated from the original image captured by cameras  

ii. Gray level calculation: Gray levels of backgrounds and original images are calculated for better feature extraction. 

iii. Threshold decision and effect of σ : one or more threshold values and σ values are decided and applied to differential gray levels 

to determine whether pixels are in defect areas or background and pixels in defect areas are marked as suspicious pixels. 

iv. Region of Interest (ROI): Searching and merging suspicious pixels and the defect area are called as ROI. 
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3. Applications 

The main problem with this process of defect identification is that several defects may exhibit the same geometry, while the 

members of the same defect class can be structurally very different and thus they can’t be distinguished by merely studying their 

structural appearance. 

 

a. Rail surface inspection system 

Here, we propose an image processing solution to the analysis of image data for the detection of rail surface defects. The images 

are obtained from many hours of automated video recordings. This huge amount of data makes it impossible to manually inspect 

the images and detect rail surface defects. Therefore, automated detection of rail defects can help to save time and costs, and to 

ensure rail transportation safety. However, one major challenge is that the extraction of suitable features for detection of rail surface 

defects is a non-trivial and difficult task. 

b. Glass Surface Defect Detection 

Glass is a material which is used in the industry and household. The presence of defects or weaknesses in the glass has serious 

implications. In a glass substrate, the grey level of defects and background are hardly distinguishable and results in a low contrast 

image. The primary objective of this proposal is to develop a method for detection of defects in a glass surface image such as subtle 

defect, bubble defect, dirt defect checks or marks defect etc. Here we propose image processing based methodology to detect the 

defects in the glass. Gray level Concurrence Matrix (GLCM) has been used for feature extraction. The supervised classifier is 

responsible for making intelligent classification based on observations done for various types of glass defects 

c. Textile Defect Detection 

In textile industry production, automated fabric inspection is important for maintain the fabric quality. For a long time the fabric 

defects inspection process is still carried out with human visual inspection, and thus, insufficient and costly. Therefore, automatic 

fabric defect inspection is required to reduce the cost and time waste caused by defects. The development of fully automated 

inspection system requires robust and efficient fabric defect detection algorithms.  

d. Steel surface inspection system 

Recently, it becomes significant to enhance quality of products as well as to increase quantity of products in the steel manufacturing 

industry. Surface defect detection plays a significant role in quality enhancement in steel manufacturing. Support Vector Machines 

and neural networks are the most popular classifiers in this application. Decision trees are also known as other classifiers for steel 

defect detection yielding a fast but moderate performance.  This paper presents an automatic defect identification system for 

detecting defects of steel products from captured digital radiographic images based on defect classification and segmentation. Image 

classification will be used for automated visual inspection to classify defect protects from quality one. It will be performed through 

textures analysis and probabilistic neural network. The textures are extracted using wavelet filters with co-occurrence features. The 

defect detection process involves the pre-processing, segmentation and morphological filtering to make processing system more 

flexible with accuracy. Manual inspection used to define the existence of defect becomes an urgent and important task in order to 

make sure the evaluation is accurate for radiographer to make decision. But, the manual inspection might give in consistent results 

especially when there are plentiful defects needs to be evaluated due to human factor. Automated defect inspection and evaluation 

system could assist radiographer to assess the properties of defect accurately. 

 

4. Proposed methodology 

Currently defects detection methods based on image processing still have disadvantages such as low speed and resolution. So 

highly efficient and real-time detection is the key problem needs to be settled down during production. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure:  Block diagram of Defect detection and Classification 

Hence, we proposed a defect detection method of the surface of various scenarios in MATLAB. Firstly, Surface image information 

can be acquired by the image capturing equipment (CCD). Secondly, data will be stored to controlling PCs for early stage 

processing. Thirdly, edge detecting operators will be applied to acquire the surface information; in the next step we extracted the 

textural features of the defective image. These textural features are given to support vector machine (SVM) or any supervised 

classifier for classification of defect type. 
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5. Expected outcome of the proposed work 

This research proposal concerned with the problem of detection of the surface defects included various scenarios including steel 

surface defect detection, rail track defect detection, textile defect detection and glass surface defect detection using the image 

processing. By using this technique we can develop the sorting system in various industries from depending on the human which 

detects the defects manually upon his experience and skills which varies from one to one to the automated system depending on the 

computer vision. That affect mainly in the classification or sorting operation which also done by human in the industry. People can 

work effectively for short periods and many different operators are involved in checking the same surface. Continuity over time is 

not guaranteed and may result in overall poor quality, which may cause customers to complain or even to reject the batch.  We will 

be able to isolate different kinds of defect in various surface images (Rail tracks, Steel, Textile, Glass). Automated defect detection 

systems would bring numerous benefits to the entire sector with major economic advantages, also guarantee product quality, 

increase plant efficiency and reduce fixed and periodic investments. The continuous measurement of surface defects gives line 

production operators to optimize temperature profile, speed and other operating parameters. 
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