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Abstract: The pattern growth of the three algae species – PRK1-E01, C. Vulgaris and Nephrochlamys Subsolitaria which 

are found in the sludge within the Sabak Bernam region is not stable. The unstable distribution matrix of the algae growth 

is derived to determine a stable growth by modeling a transition matrix and stable distribution probability using Marcov 

Chain methodology. Thus, a stable algae growth can be predicted. 

Keywords: Algae growth; Marcov Chain; Sludge extraction; Distribution matrix; stable probability 

I. INTRODUCTION  

Sludge is a residuum that contains adsorbed and insoluble impurities which is being produced during a wastewater treatment. 

It is also defined as nutrient-rich organic materials. Those biosolids is recycled through soil application into an healthy benefits has 

been an exceedingly esteemed regular practice in numerous nation in the world by [1]. As an alternative, the recycling process in 

this study uses 25% to 89% of the biosolids as suggested by [2] and [3]. 

Other than that, mass-culturing of high-value microalgae species is utilized from the aquaculture sludge. [4], [5], [6] have 

demonstrated that microalgae growth in aquaculture wastewater is possible. Moreover, it can be used in the production of valuable 

products such as nutraceuticals, cosmeceuticals, pharmaceuticals, aquaculture feeds and biofuels.  

Microalgae is a group of eukaryotic organisms that are commonly found in seawater and freshwater waters. This type of algae 

is able to withstand temperatures due to sunlight, control the level of water salinity, wide pH value, light intensity either in water 

reservoirs or in the desert. Some important elements such as phosphorus, nitrogen, silica and iron as well as inorganic nutrients 

needed by microalgae. Micronutrients are also important for the reproduction of algae. Microalgae have carbon-rich compounds 

needed in biofuels, pharmaceuticals, cosmetics, supplements, animal foods and many more uses (see [7] and [8]). [9] state that they 

have also produced a wide range of bioproducts such as antioxidants, polysaccharides, bioactive compounds, proteins, vitamins, 

pigments and lipids. 

Previously, cell culture flasks are widely used to test the growth of microalgae which is expensive and time consuming (see 

[10]). However, at present, newly establish system is employed to culture selected microalgae which is called as microplate-

incubation technique by [11]. Microplates are an obvious choice for high-throughput studies as it is reliable, fast, cost effective and 

not requiring intensive labor (see [12]). Besides that, it is mostly used in clinical microbiology and not been extensively used in 

environmental field. [13] noted that to find the bioaccumulation of metals by different species of algae, microtechnique is developed 

and it is proven that microplates can be used for algae growth and also for toxicity tests. According to [14], microplates is an ideal 

platform for microalgae culture for medium to high throughput screening purposes. Previously, those studies show that border wells 

in the microplates are not used during experiment as it is exposed to strong currents of air although microalgae growing in the 

border wells which have greater access to light and CO2 [15-17]. 

In order to analyze and predict the future behavior, the Markov chain model is being utilized by many researchers in different 

application. The following references signify the applicability of Markov chain model in this context. Few of the examples, [18] 

utilizes Markov chain model to predict the possible states by illustrating the performance of the top two banks which are Guarantee 

Trust bank of Nigeria and First bank of Nigeria. They used six years data from 2005 to 2010. [19] implements a Markov chain  

model in forecasting the stock market trend in China. [20] introduce Markov chain model to forecast stock market trend of Safaricom 

share in Nairobi Securities Exchange in Kenya. Mettle, [21] uses Markov chain model with finite states to analyze the share price 

changes for five different randomly selected equities on the Ghana Stock Exchange and [22] consider forecasting model based on 

non-homogenous index sequence. But, none of them have utilized Marcov Chain methodology for the application of algae growth 

prediction and stability. 

 

II. METHODOLOGY  

Preparing of Sludge 

Sludge was collected from aquaculture site in Sabak Bernam shrimp pond. One (1) kg of sample is collected from the site. 

http://www.ijirmps.org/
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Course particles in the sludge is removed and oven dries at 60°C until moisture is removed. After the drying process, dried sludge 

is grinded and sieved for omogenization. 

Sludge Extraction 

Aqueous extraction method is carried out on the sludge samples at an ambient temperature of 105°C. Extraction method carried 

out to the sludge sample was 105°C. Sludge sample, 20 g of dried sludge was added with 200 ml of ultra-pure water (1 part of 

sludge to 10 parts of ultra-pure water) in Schott bottles. For high temperature of aqueous extraction, sample was autoclaved for one 

hour at 105°C. Then, sample was centrifuged using Beckmen Allegra X-30R centrifuge machine at 2500 rpm for 15 minutes. 

Supernatant was filtered using Whatman Glass Microfiber Filter (GF/F) 0.7µm and filtrates were kept in freezer for further analysis.  

Preparation of Microalgae 

Three microalgae species were used in this study such as Chlorella vulgaris (TRG 6), Nephroclamys subsolitaria (KDH 3 - 

C05) and unknown species (PRK 1 – E01). Microalgae sp. were collected from Peninsular Malaysia and, the genus and species of 

the microalgae were identified by University Malaysia Terengganu (UMT). C. vulgaris was a marine microalga while N. 

subsolitaria and PRK 1 – E01 were freshwater microalgae. 

Subculture of microalgae sp. 

Stock culture was prepared for all microalgae sp. at University Selangor (UNISEL).  C. vulgaris uses Conway media and the 

other two microalgae use BBM as artificial growth medium. Three 50 ml conical flasks were autoclaved. 50 ml of Conway media 

or BBM was poured into the conical flasks and 1000 µl of microalgae was then added to the media. The sample was shake well and 

incubated at 25°C for further uses. After one or two weeks of incubation, the strains were used to test on sludge extracts. Subculture 

of all microalgae were conducted to avoid any cross-contamination in pure culture. 

Microplate Incubation Technique 

 

Microplate contains 96 wells which can be filled up to 200µl of solution as shown in Fig. 1. 175 µl of suitable media, 5 µl of 

extracted sludge and 20 µl of algae were added in each well to record the exponential phase of microalgae. Control wells were also 

included in every test. 

 
   Figure 1. Microplate with 96 wells. 

The ambient temperature at 25°C, source of light at 2,500 lux within 12-hour cycle period and 12-hour dark are few of the 

parameters. The microalgae growth is being monitored 24 hours to determine the optical density (OD) at 680 nm with the used of 

microplate reader Infinite M200 PRO (Tecan, Austria). The microalgae development is governed by evaluating the OD, by [23] as 

described it in the absorption of visible radiation in which the chlorophyll adsorption peak is approximately at the value of 680 nm. 

Each of the wells containing controls and samples are mixed using 8’ multi-channel Ependorf pipettor prior to the OD measurement. 

The OD of all the 96-wells are calculated for every 24 hours. 

Discrete-Time Marcov Chains 

Considers a system as one of a countable or finite state space where,
 

 0,1,2, .S                                                                        

Definition 2.1. By [24] A discrete-time of stochastic process   : 0nX n   with a state space {0,1,2, }S   is called a discrete-

time Markov chain (Mc) if and only if it has a Markov property (Mp), 

             1 1 1 0 0 1, , , .n n n n n nP X j X i X i X i P X j X i                                            (1) 
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for all n ≥ 0, i, j, i0, i1, . . . , in−1 ∈ S (the probability of the next state given the current state and the entire past depends only on the 

current state). The Mp as shown in Equation 1 is a constraint on the memory of the process: knowing the immediate past means the 

earlier outcomes are no longer relevant. 

Transition Matrix 

 [25] states that if a Mc has k possible states, which labels  as 1, 2, …, k, then the probability of the system is in the state i at 

any observation after it is in the state j at the preceding observation as denoted by pij and is called the transition probability from 

state j to state i. The matrix P = [pij] is called the transition matrix of the Mc. For example, in a three-state Mc, the transition matrix 

has the form of a new state as shown in the Equation 2, 

1  2     3

    [

p11 p12 p13

p21 p22 p23

p21 p32 p33

]
1
2
3

         (2) 

Matrix p32 is the probability in which the system will change from state 2 to 3, p11 is the probability that the system will still 

be in state 1 if it is previously in state 1, and so forth. The transition matrices of the Mc have the property that the entries in any 

column sum to 1. If P = [pij] is the transition matrix of any Mc with k states, then for each j must be written as, 

p1j + p2j + … + pkj = 1 (3) 

in which, if the system is in state j at one observation, it is certain to be in one of the k possible states at the next observation for the 

probability models of the three (3) algae species - PRK1-E01, C. vulgaris (TRG 6) and Nephrochlamys subsolitaria. 

Algae growth data 

The daily Alga Growth Data of PRK1-E01, C. vulgaris (TRG 6) and Nephrochlamys subsolitaria during Day 2, Day 3 and Day 

4 are gathered in Table 1 and Fig. 2. 

Table 1. The Alga growth data of three species from Sabak Bernam    Sludge within 3-day period.  

ALGAE SPECIES DAY 2 DAY 3 DAY 4 

PRK1-E01 0.07 0.09 0.11 

C. vulgaris (TRG 6) 0.06 0.12 0.17 

Nephrochlamys subsolitaria 0.05 0.10 0.18 

 

Figure 2. The algae growth data for 4-day period. 
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Algae growth 

The algae growth data is selected at the highest value of each day with the three different species at different day Table 2. Alga 

growth trends of PRK1-E01, C. Vulgaris (TRG 6) and Neophrochlamys Subsolitaria during day 2,3 and 4 in (10-2) 

Algae Species DAY 2 DAY 3 DAY 4 Total 

PRK1-E01 7 9 11 27 

C. vulgaris (TRG 6) 6 12 17 35 

Nephrochlamys 

subsolitaria 
5 10 18 33 

Total 18 31 46 95 
 

 

 
 

III. RESULTS AND DISCUSSION 

Unstable Distribution Growth 

The algae growth is distributed equally which is being produced randomly means that each type of algae has equal access 

information. The probabilities of the Mp are estimated through technical analysis in which PRK1-EO1 is growth at 26% 

followed by the next day in which C. Vulgaris (TRG 6) at 15% and Nephrochlamys subsolitaria at 55% and so on.  

The probability of each algae growth can be determined by the ratio as stated in Equation 4 and the results are captured in 

Table 3 in which the transition schematic diagram is demonstrated in Figure 3. 

                                                            ( )
Algae growth

P Algae
Total Algae growth

  
(4) 

 
 

 

Table 3. The probability growth from day 2,3 and 4 

                                     To 

       From                                    

Day 2    Day 3 Day 4 

PRK1-E01 C. vulgaris 

(TRG 6) 

Nephrochlamys 

subsolitaria 

PRK1-E01 0.26 0.33 0.41 

C. vulgaris (TRG 6) 0.17 0.34 0.49 

Nephrochlamys subsolitaria 0.15 0.30 0.55 
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Figure 3. Transition diagram 

Computation Growth 

The computation process to predict the algae growth trends for unstable distribution within day 2 to 4 is captured in Table 4.  

Table 4. Probability Table of Markov Chains 

Algae Species Day 2 Day 3 Day 4 Total 

PRK1-E01 0.26 0.33 0.41 1.0 

C. vulgaris (TRG 6) 0.17 0.34 0.49 1.0 

Nephrochlamys subsolitaria 0.15 0.30 0.55 1.0 

Total 0.58 0.97 1.45  

 ≠1 ≠1 ≠1  

Derivation from unstable to stable distribution – Table 4 shows that the total probability of the day 2, 3 and 4 are not equal to 

1, then the distribution is unstable. Therefore, to derive the unstable into a stable distribution, the algae growth probability has to 

be derived first as follows, 

Lets, 

Tot = Total number of PRK1-E01, C. vulgaris (TRG 6) and Nephrochlamys subsolitaria in Table 2 (yellow 

highlight), resulting a total of 37. 

a11 = PRK1-E01  

a22 = C. vulgaris (TRG 6) 

a33 = Nephrochlamys subsolitaria 

Equation (4)  can be derived into Equation (5) as follows, 

                                                                                
3

1

( )nn

nn

n

Algae growth
P a

a





 

                                   (5) 

PRK1-E01 7

C. vulgaris (TRG 6)

12

Nephrochlamys

subsolitaria 18

0.34

0.26

0.33

0.17

0.41

0.15

0.55

0.30
0.49
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From the above equation, thus the unstable distribution probability for PRK1-E01 is 0.19; unstable distribution probability for C. 

vulgaris (TRG 6) is 0.32; and the unstable distribution probability for Nephrochlamys Subsolitaria is 0.49. 

Lets X0 represents the row matrix of the unstable algae growth probability with the three species which is represented by a vector 

with Algae growth Space as S= {PRK1-E01, C. vulgaris (TRG 6), Nephrochlamys subsolitaria}. 

Thus, 

                                       𝑋0 = (𝑃(𝑎11) 𝑃(𝑎22 ) 𝑃(𝑎33))                                     (6) 

or,                                     𝑋0 = (0.19 0.32 0.49)
 

Then, the probability of Table 4 can be transformed into the transition matrix as shown in Equation (7), 

                        To 

                               𝐴 = [
0.26 0.33 0.41
0.17 0.34 0.49
0.15 0.30 0.55

]  From                                                    
 

 

 

                                                 (7) 

The probability matrix has the ability to predict what is going to happen in the future based apart from what is happening currently 

and how things going to be changed.  

Determination of future algae growth 

The future algae growth is the matrix of the current algae growth transition probabilities [26]. Thus,     

1 , 0,1,2,...n nX X A n    (8) 

where, Xn+1 = Next Algae Growth,  

 A = Probability Matrix 

 Xn = Initial Algae Growth 

Lets. Xn = (PRK1-E01, C.vulgaris (TRG 6), Nephrochlamys subsolitaria),  

when 0n     One day after Day 2 : Day 3 

Thus,  

                                                                                                1 0X X A                                         (9) 

or, 

X1  

0.26 0.33 0.41

0.19 0.32 0.49 0.17 0.34 0.49

0.15 0.30 0.55

 
 

  
 
 

 
or, 

X1  
2 2 2PRK Vulgaris Neph

0.1773 0.3185 0.5042
X X X

  

Therefore, the total up of the probabilities above is equal to 1.  

 Determination of algae growth distribution 

The algae growth is determined by multiplying each algae probability with the total number of the three algae PRK1-E01, 

C.Vulgaris (TRG 6) and Nephrochlamys subsolitaria. 

Therefore, each algae growth for PRK1-E01, C. Vulgaris (TRG 6) and Nephrochlamys subsolitaria are determined as 6.5601, 

11.784 and 18.655 respectively.  

So, the matrix of algae growth is denoted by,  1 6.5601 11.7845 18.6554X   

When 1n     Two days after day 2 : day 4 
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2 1X X A  

              

0.26 0.33 0.41

0.1773 0.3185 0.5042 0.17 0.34 0.49

0.15 0.30 0.55

 
 

  
 
 

 

       2 0.175873 0.318059 0.506068X   

                
2 2 2PRK Vulgaris Neph

0.175873 0.318059 0.506068
X X X


 

Thus, the total up of the probabilities of the above is equal to 1. 

Then again, the distribution of the algae growth is determined for the second attempt by multiplying the above first round 

probability by the total number of the three algae PRK1-E01, C. Vulgaris (TRG 6) and Nephrochlamys subsolitaria, 

Therefore, each algae growth for PRK1-E01, C. Vulgaris (TRG 6) and Nephrochlamys subsolitaria are determined in the 

second attempt as 6.507301, 11.768183 and 18.724516 respectively.  

So, the matrix of Algae Growth is denoted by, 

 2 6.507301 11.768183 18.724516X   

So, the diagonalize process determines the second attempt for the algae growth matrix is as follows, 

0.26 0.33 0.41

0.17 0.34 0.49

0.15 0.30 0.55

Let A

 
 

  
 
 

 

Thus, the eigenvalues of A are 
1 1,  

2 0.1177,  and 
3 0.0323.

 

To determine the eigenvectors corresponding to the eigenvalue 1,  compute the null space of 1.000 .A I  

Therefore  
1

1

1

1

x

E y

z

   
   

    
   
   

, 
0.1177

0.9448

0.0002

0.3277

x

E y

z

   
   

     
      

 and 
0.0323

0.6270

0.7390

0.2466

x

E y

z

   
   

     
   
   

 

So, the corresponding eigenvectors are 

  
1

1

1

1

v

 
 

  
 
 

     
2

0.9448

0.0002

0.3277

v

 
 

  
  

     and    
3

0.6270

0.7390

0.2466

v

 
 

  
 
 

  

 Next to verify that 1 ,D P AP  where 

 

1 0.9448 0.6270

1 0.0002 0.7390

1 0.3277 0.2466

P

 
 

   
  

     and    1

0.1757 0.7148 0.2375

0.3180 0.2759 0.9229

0.5063 0.9907 0.6854

P

 
 

  
  

 

 

 

So that 
1D P AP

1 0 0

0 0.1177 0

0 0 0.0323

 
 

  
 
 
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or, 

1 0 0

0 0.1177 0

0 0 0.0323

n

n n

n

D

 
 

  
 
 

 

While 
1n nA PD P  

 

1 0.9448 0.6270 1 0 0 0.1757 0.7148 0.2375

1 0.0002 0.7390 0 0.1177 0 0.3180 0.2759 0.9229

1 0.3277 0.2466 0 0 0.0323 0.5063 0.9907 0.6854

1 0.94480(0.1177 ) 0.6270(0.0323 )

1 0.0002(0.117

    
    

       
         

 

n

n

n

n n n

n

0.1757 0.7148 0.2375

7 ) 0.7390(0.0323 ) 0.3180 0.2759 0.9229

1 0.3277(0.1177 ) 0.2466(0.0323 ) 0.5063 0.9907 0.6854

  
  

   
     

n n

n n n

 

 

0.1757 0.3(0.1177 ) 0.32(0.0323 ) 0.7148 0.26(0.1177 ) 0.62(0.0323 ) 0.2375 0.3(0.1177 ) 0.32(0.0323 )

0.1757 0.64(0.1177 ) 0.37(0.0323 ) 0.7148 0.00006(0.1177 ) 0.73(0.0323 ) 0.2375 0.0002(0.1177 ) 0.51(

     

      

n n n n n n

n n n n n 0.0323 )

0.1757 0.10(0.1177 ) 0.12(0.0323 ) 0.7148 0.09(0.1177 ) 0.24(0.0323 ) 0.2375 0.3(0.1177 ) 0.17(0.0323 )

 
 
 
       

n

n n n n n n

                  (10)  

Since 
1n nX A X   in Equation (10).  

Then, 

                                                                      
0

n

nX X A           (11) 

where 0,1,2,...n   and 
nA  is denoted by Equation (11). 

If the future growth is becoming the same with the initial growth, then the chain shall be stopped means that the distribution becomes 

stable. 

Then, the values of 
nX  where ( 0,1,2,...7)n  can be summarized in the table form as shown in Table 5 as follows, 

Table 5 demonstrates that the distribution is stabled at seventh (7th) attempt by multiplying the probability and algae growth value 

of 7.n   The distribution value for the next state is the same as before. Then, the algae growth matrix begins to be converged. 

Therefore, the solution is concluded that the probabilities are converged to a steady state algae growth, thus n → 7 means that the 

values of 6.500351527 for PRK1-E01, 11.76563604 for C. vulgaris (TRG 6) and 18.73401243 for Nephrochlamys subsolitaria are 

finalized. 

 

This solution concludes that the probabilities is converged to a steady algae growth, thus, n → 7 means that the values of 

6.500351527 for PRK1-E01, 11.76563604 for C. vulgaris (TRG 6) and 18.73401243 for Nephrochlamys subsolitaria are finalized.  

If the same result is obtained with the unstable by the row unstable (transpose method), then the future growth is becoming the same 

with the initial growth, so the Mc should be on hold. This means that the distribution is stable. 
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Table 4. The summary of the distribution probability values for Xn 

N Xn (PRK1-E01; C.Vulgaris(TRG6);Nephrochlamys S) Corresponding Eigenvectors 

0 X0 (0.19; 0.32; 0.49) 0 

1 X1 (0.1773; 0.3185; 0.5042) E1=(0.01267; 0.0015; -0.0142) 

2 X2 (0.175873; 0.318059; 0.506068) E2=(1.427(10-3); 4.41(10-4); -0.001868) 

3 X3 (0.17570721; 0.31799855; 0.50629424) E3=(1.6579(10-4); 6.045(10-5); -2.2624(10-4)) 

4 X4 (0.175685477641; 0.3179911583; 0.5063210776) E4=(1.94459(10-5); 7.3917(10-6); -2.68376(10-4)) 

5 X5 (0.175685477217; 0.317990279255; 0.506324243528) E5=(4.24(10-8); 8.79(10-6); -3.166(10-6)) 

6 X6 (0.175685208078970; 0.317990175486710; 

0.506324616434320) 

E6=(2.69(10-7); 1.037(10-7); -3.73(10-7)) 

7 X7 (0.175685176398421; 0.317990163261837; 

0.506324660339742) 

E7→0 the system stable 

8 X8 (0.175685172669063, 0.317990161822426; 

0.506324665508511) 

E8→0 the system stable 

Figure 4 shows the new transition diagram in which it is designed after the distribution is stable. Then, the probability matrix 

and initial algae growth is utilized to calculate the next algae growth. If the attemption goes on the next algae growth continuously, 

then the algae growth is kept changing very quickly and the changes can be seen either lower or higher. Then, it drives the algae 

growth matrix begins to converge to certain particular values.  

 

Figure 4. The Result for New Stability Transition Growth Diagram 

 The nth value depends on the situation of getting the stability of the distribution matrix. The stable distribution matrix 

demonstrates that a new algae growth value shall be obtained on the following day. In the analysis above that the distribution is 

stabled at the 8th attempt by multiplying the probability with the algae growth value of 7.n   Then, the distribution will be valued 

for the next attempted state as exactly the same as the earlier attemption one step behind . Now, the algae growth matrix begins to 

be converged.   

IV. CONCLUSION AND RECOMMENDATION 

This attemption steps or systems methodology can be used as an example before any new products are introduced into the market. 

As example a new product which are not yet available in the market. In order for a new product to be penetrated into the marketplace, 

a marketing and commercial study shall be done at all optimum levels of those study and evaluation.  
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An attempted curiosity attitude from customers is a norm at the initial state to purchase any new products in the marketplace as 

compared to their favorite products in which they are used to purchase. If the new product is good or matched the customer’s needs, 

the they will switch to the new brand for the second attempt. If it is bad product, the customer will not continue to purchase it rather 

maintaining the previous brand. Therefore, the probability matrix using Markov Chains method is very useful to predict on how a 

new product shall be able to penetrate into the current marketplace competing with any established brands.  
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STATISTICS IN CELLULAR COMMUNICATION 
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Abstract: This study presents and examines a management model of cellular mobility protocols and the performance of some 

of its parameters for optimal spectral efficiency of the mobile communication system. Mobility management enables the 

networks to track the location of mobile nodes. Location management encompasses location registration and call delivery 

or paging. With the convergence of the internet and wireless mobile communications and with the rapid growth in the 

number of mobile subscribers, mobility management emerges as one of the most important and challenging problems for 

wireless mobile communication over the internet. This work is presented on the platform of an analytical framework that 

can enhance considerably the mobility mechanism in wireless network. Some advance schemes namely, guard channels, and 

handover queuing are discussed. All these prioritizations schemes have a common characteristic reducing the call dropping 

probability at the expense of increased call blocking probability. The mobility management scheme addressed latency in the 

service delivery enhancing the guaranteed quality of service (Qos) and an efficient and robust channel capacity.  

 

INTRODUCTION 

Mobility management is extremely important in cellular network because of the cellular architecture employed to maximize 

spectrum utilization. Mobility is the procedure that transfers an ongoing call from one cell to another as the user’s moves through 

the coverage area of cellular system. One way to improve the cellular network performance is to use efficient handover prioritization 

schemes when user is switching between the cells. Efficient prioritization scheme accommodates a number of new calls while 

guarantees the quality of service (QoS) of handover call.Over the past years, a number of IP mobility management protocols have 

been proposed. Different mobility management frameworks can be broadly distinguished into two categories – device mobility 

management protocol localized or micro-mobility and protocol for inter-domains or macro mobility. The movement of a mobile 

node (MN) between two subnets within the domain is referred to as micro-mobility.  

Mobility management enables the serving networks to locate a mobile subscriber’s point or attachment for delivering data packets 

(ie location management), and maintain a mobile subscriber’s connection as it to change its point of attachment.  

Domains: A domain represents an administrative body which may include different access network such as WLAN, second – 

generation (2G) and third generation (3G) networks. Next – generation all – IP wireless network will induce various heterogenic 

networks, each of them using possibly different access technologies.    

A handover is a process in telecommunications and mobile communications in which a connected cellular call or data session is 

transferred from one cell site (base station) to another without disconnecting the session. Cellular services are based on mobility 

and handover, allowing the user to be moved from one cell site range to another to be switched to the nearest cell site for better 

performance    Ekici (2012). 

The progressive trend of urbanization involving changes in the activities of a city has created several problems. Addressing these 

problems requires reliable and detailed information regarding the urban structure and its dynamics. In order to avoid abrupt 

termination of ongoing call handover request should be given priority to new call this is called as mobility prioritization. 

There are two techniques for this. 

1) Guard Channel Concept: In this technique, a fraction of the total available channel in a cell is reserved exclusively for 

handover request from ongoing calls which may be handed off into the cell. 

2)  Queuing: Queuing of handoffs is possible because there is a finite time interval between the time the received signal level 

drops below handoff threshold and the time the call is terminated due to insufficient signal level. The delay size is 

determined from the traffic pattern of a particular service area Misra, Das and McAuley (2010). 

This is the process by which a mobile mode keeps its connection active when it moves from one access point to another. There are 

stages in the mobility process. First, the initiation of handover is triggered by either the mobile device or a network agent or the 

changing network conditions. The second stage is for a new connection generation when the network must find new resources for 

the handover connection and perform and additional routing operations. Depending on the movement of the mobile device, it may 

undergo various type of handover. In a broad sense, handover may be intra-system (horizontal handover) which occurs in 

homogenous networks. The type occurs when the signal strength or the serving BS goes below a certain threshold value. Handover 
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on the other hand may also be inter-system (vertical handover) which takes place in heterogeneous networks when a user moves 

out or the serving network and enters and overlying network or to underlying network for service requirement.  

In essence, the design or mobility management techniques in all wireless networks must address the following issues: (1) signaling 

overhead and power requirement for processing handover messages should be minimized. (ii) Qos guarantees must be made (iii) 

network resources should be efficiently used and (iv) the mobility mechanism should be scalable viable and robust. 

With the convergence of the internet and wireless mobile communications and with the rapid growth in the number of mobile 

subscribers, mobility management emerges as one of the most important and challenging problems for wireless mobile 

communication over the internet. Mobility management enables the serving networks to locate a mobile subscriber’s point or 

attachment for delivering data packets (ie location management) and maintain a mobile subscriber’s connection as it to change its 

point of attachment.  

Location management enables the networks to track the location of mobile nodes. Location management has two major sub-tasks 

(i) location registration on (ii) call delivery or paging. In location registration procedure, the mobilizers node periodically sends 

specific signals the inform the network of its current location so that the location database it kept update.  

The call delivery proceeds in involved after the completion or the location registration. Based on the information that has been 

registered in the network during the location registration.  

The overall aim of this study is to enhance the concept of cellular mobility protocols and investigate some critical parameters to 

validate the concept. 

In order to achieve the aim of this study, the following objectives are set out as outlined below. 

(a) Ascertain call set up time to enhance efficiency and effectiveness of calls made by a mobile station. 

(b) Optimize the quality of service (QoS) as a critical performance indicator of the network for efficient service delivery. 

 Technology Developments 

The radio spectrum is a precious and scarce resource. Therefore, novel technologies for efficient spectrum utilization to enhance 

the capacity of 3G and beyond systems are keenly anticipated. Factors that could have a significant impact on the deployment of 

mobile telecommunications technologies in this timeframe include radio access techniques enabling greater intelligence and 

flexibility to be built into transmitters and receivers. Some technology topics that appear relevant to some lesser or greater degree 

to the future development are: advanced radio resource management (RRM) algorithms; flexible frequency sharing methods; smart 

antennas; diversity techniques; coding techniques; space-time coding; efficient multiple access schemes or adaptive modulation.  

3G mobile communications systems arose as a response to the challenge of developing systems that increased the capacity of the 

existing 2G systems. Simultaneously, they would provide a platform that allowed a seamless and ubiquitous access to the user of a 

wide range of new services, both circuit and packet switched, with higher requirements in terms of bit rate than those for which 2G 

systems were conceived. The development of 3G systems started in 1995, coordinated by the ITU-T (International 

Telecommunications Union – Telecommunications sector) under the generic terminology of IMT-2000 and so far different radio 

access technologies have been considered leading to the development of several standards. Within this framework, the Universal 

Mobile Telecommunications System (UMTS) is the European proposal given by ETSI (European Telecommunications Standards 

Institute) to the 3G challenge. As a matter of fact, it is the dominant standard, resulting from the standardization work done by the 

3GPP (3rd Generation Partnership Project), an organization formed by different regional standardization bodies that include the 

presence of both manufacturers and operators from all around the world. 

UMTS has been developed as the migration of the ETSI 2G/2.5G systems GSM/GPRS. The aim is to facilitate as much as possible 

the extension of the existing networks of these worldwide systems as well as the interoperability of the new UMTS system with the 

previous networks, thus allowing a progressive migration of the technology. As a result of this requirement, the most important 

changes introduced in the initial release of UMTS consist of a new radio access network based on a different radio access 

technology, while keeping the core network similar to that existing in GSM/GPRS systems. 

The general UMTS network architecture from the physical point of view is presented here and it consists of an abstract model, 

applicable to any UMTS network, with independency of the specific release . It is organised in domains, and each domain represents 

the highest level group of physical entities. Reference points are defined between the different domains. The basic split considers 

the User Equipment (UE) domain, used by the user to access the UMTS services, and the Infrastructure domain, UMTS 7 composed 

of the physical nodes, belonging to the network operator, that support the service requirements and the interconnection with the 

entity at the other end (e.g. another UE from the same or another network) with whom the end-to-end service has to be established. 
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The infrastructure domain in the UMTS architecture contains the physical nodes that terminate the radio interface allowing the 

provision of the end-to-end service to the UE. In order to separate the UMTS Subscriber Identity Module (USIM) domain. 

UMTS 11 supporting one or both of the two modes, as well as the ability to interoperate between them. Notice that, from the radio 

resource management point of view, the concept of radio resource is different for each mode. As a result, the RRM strategies in 

both cases lead to different types of algorithms. In the context of this book, only the RRM strategies for the UTRAN FDD mode 

are considered. 

UTRAN. Quality requirements expressed by, for example, delay and reliability attributes, only apply to incoming traffic up to the 

guaranteed bit rate. It is worth noting that the guaranteed bit rate at the RAB level may be different from that on the UMTS bearer 

level, for example due to header compression. 

- Delivery order. This indicates whether the UMTS bearer shall provide in-sequence SDU (Service Data Unit) delivery or 

not and specifies if out-of-sequence SDUs are acceptable or not. 

- Maximum SDU size used for admission control and policing. This corresponds to the maximum packet size that can be 

delivered at the top of the radio interface. 

- SDU format information. This is the list of possible exact sizes of SDUs. 

- SDU error ratio. This indicates the fraction of SDUs lost or detected as erroneous. This attribute is used to configure the 

protocols, algorithms and error detection schemes, primarily within UTRAN. 

- Residual bit error ratio. This indicates the undetected bit error ratio in the delivered SDUs. It is used to configure radio 

interface protocols, algorithms and error detection coding. 

- Delivery of erroneous SDUs. This indicates whether SDUs detected as erroneous will be delivered or discarded. 

 Cellular Mobility Prioritization Schemes 

 Different ideas and approaches are proposed to reduce the handover dropping probability. One approach is to reduce the handover 

failure rate is to prioritize handover call over new calls. Handover prioritization schemes have a significant impact on the call 

dropping probability and call blocking probability. Such scheme permits high utilization of bandwidth while guaranteeing the 

quality of service of handover calls. 

The guard channel scheme was introduced in 80s for mobile cellular systems. However the guard channel scheme are still used in 

telecommunications with the name of Cut-off Priority Schemes. GC scheme improving the probability of successful handover by 

simply reserving a number of channels exclusively for handover in each cell. The GC scheme is feasible because new calls are less 

sensitive to delay than the handover calls.  

According to GC Therefore according to the cell occupancy by Markov chain it is straight forward to derive the steady state 

probability P n that n channels are busy. 

The call admission control scheme refers to the task of deciding whether new call requests are admitted into the network or not. In 

the CAC the arrival of new call are estimated continuously and if they are higher than the predefined threshold level then some calls 

are restricted (blocked) irrespective of whether a channel is available or not to decrease the probability of handover calls. In the 

CAC both the new and handover calls have to access to all channels. If a new call that is generated in cell cannot find an idle channel 

the call is discarded immediately.  

In order to improve the mobility call prioritization scheme it is advisable to equalize the traffic load over the cells. Traffic reason 

and directed retry handover make use of this principal. First the new call to be served and if the receiver is able hear a neighbouring 

cell and are not considered in this situation. Traffic reason handover International Journal of Advance Research in Science and 

Engineering can be used to transfer traffic from one cell to another neighbouring when they are closed to the congestion. The traffic 

reason handover idea is based on the neighbouring cell having an overlapping service area. The overlapping service area arises 

naturally in GSM cellular system especially in small-cell high capacity micro cellular configurations. The small-cells are capture 

by subdividing a congested cell each with his own base station. The call arising in the common area (overlapping) of cells have 

access to channels more than one base station. By appropriate control strategy a cell may select the base station to establish a 

connation and contribute to efficient spectrum management.  
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Fig 3: Areas A, B and C of three Cells 

 QoS and QoE 

This section defines and explains the differences between QoS and QoE. This will help us to understand the requirements of the 

operator and of the end-user: 

 QoS is defined as the ability of the network to provide a service at an assured service level. QoS encompasses all functions, 

mechanisms and procedures in the cellular network and terminal that ensure the provision of the negotiated service quality 

between the user equipment (UE) and the core network (CN). 

 QoE is how a user perceives the usability of a service when in use – how satisfied he or she is with a service in terms of, 

for example, usability, accessibility, retainability and integrity of the service. Service integrity concerns throughput, delay, 

delay variation (or jitter) and data loss during user data transmission; service accessibility relates to unavailability, security 

(authentication, authorization and accounting), activation, access, coverage, blocking, and setup time of the related bearer 

service; service retainability, in general, characterizes connection losses. 

QoS provisioning is a process that deploys QoS in networks and mobile terminals. The process translates planning results into 

mechanisms and parameters understandable by network elements and mobile terminals and it further configures them on equipment 

or devices. 

QoS provisioning can be classified in three categories: radio, core and transport QoS provisioning that configures the QoS 

mechanisms inside the network; service QoS provisioning that maps services into QoS profiles and terminal QoS provisioning that 

provides service application specific QoS information to terminals. 

With the growth of mobile services, it has become very important for an operator to measure the QoS and QoE of its network 

accurately and improve it further in the most effective and cost-efficient way to achieve customer loyalty and maintain competitive 

edge.  

Cellular network optimization can be seen as a process to improve the overall network quality as experienced by the mobile 

subscribers and to ensure that the network resources are efficiently utilized. This includes performance measurements, analysis of 

measurement results and updates of the network configuration and parameters. The optimization process can be initiated because 

of several reasons, the most typical are: 

 New technologies, elements or features of particular network elements are taken into use. 

 External edge conditions have changed. 

 Detection of decreased QoS performance in a particular network area. 

 Roaming 

Roaming is derived from Real-time Optimally Adapting Mesh (ROAM).  

http://www.ijirmps.org/


IJIRMPS | Volume 8, Issue 6, 2020                                                                                                                      ISSN: 2349-7300 

IJIRMPS2006002 Website : www.ijirmps.org Email : editor@ijirmps.org 16 

 

Roaming refers to a wireless network service extension in an area that differs from the registered home network location. Roaming 

enable a mobile device to access the internet and other mobile services when out of its normal coverage are. It also givers a mobile 

device the ability to move from one access point to another. 

Roaming services are usually provided by cellular service providers as well as internet service providers (ISP) via a cooperative 

agreement. Traditional cellular roaming service are provided by both the global system for mobile communication (GSM) and Code 

Division Multiple Access (CDMA) operators. Services are either free or billed according to local area rates. Wireless 

telecommunication roaming series are usually included in mobile/cell phone subscriber services packages for use outside local 

networking zone. GSM/WLAN roaming services can be supplied in two different seniors. One in SIM – based roaming and the 

second in user-name/password base roaming.  

Wireless local area network (WLAN) roaming servicers are segmented as follow.  

Internal roaming: implemented when a mobile station is transferee with a strong signal between access points, preventing network 

blockage or interruption from weak signals.  

External roaming: implemented when a mobile station shifts to a wireless land or other foreign wireless internet service provider 

(WISP) to a access services. WISP allows users to maintain an internet connection while mixing within a local coverage area.   

  Paging 

The paging system was invented by Al Gross as an adaptation of his two - way radio, the walkie talkie. After some early market 

resistance from doctors who were afraid that the system would upset their patients and disturb their golf games, Gross sold the first 

system in 1950 to New York ’ s Jewish Hospital. That first system provided a means by which a centralized antenna could broadcast 

alerts to small, inexpensive pagers, or beepers. A page simply transmitted an identification number, which was recognized only by 

the pager being addressed. If that pager were in range, it beeped, hence the term beeper.  Response to the page was in the form of a 

telephone call to the paging company to retrieve a message.  

The downstream data to the pager originate in several ways. The most common approach involves the paging party dialing a 

telephone number which often is toll free. That number either may be dedicated to that one pager or may be one of many associated 

with the service provider.  

Pagers can be classified as tone only, numeric, alphanumeric, and voice enabled. Tone - only pagers cause the device to emit an 

audible tone and/or to vibrate or blink so it is not disruptive. Numeric pagers permit the receipt of numbers only on a display. The 

vast majority of contemporary pagers are alphanumeric, capable of receiving and displaying both alphabetic and numeric characters. 

Contemporary pagers contain enough memory to support as many as 30,000 characters. But relatively few pagers currently can 

support the storage of voice messages, which are extremely memory intensive. This voice capability is accomplished through the 

downloading of compressed voice mail from a centralized voice processor to the pager over a packet network. Location 

management protocols 

For next-generation heterogeneous wireless networks, the inter-working and inter-operating function is suggested to accommodate 

roaming between dissimilar networks. For existing practical systems, several solutions are proposed for some specific pairs of inter-

working systems. In these schemes, the inter-operating function is implemented in either some additional inter-working unit with 

the help of dual-mode handsets. 

In a location management mechanism has been proposed for heterogeneous network environment. It involves a mechanism for 

inter-system location updates and paging. Inter-system location update is implemented by using the concept of a boundary location 

area (BLA) existing at the boundary between two systems and off management is performed. 

  Mobility Management Protocols 

 A heterogeneous handover process in mobility management occurs when an MN either moves between networks with different 

access technologies, or between different domains. As the diversity of available networks increases, it is important that mobility 

technologies become agnostic to link layer technologies, and can operate in an optimized and secure fashion without incurring 

unreasonable delay and complexity. Supporting handovers across heterogeneous access networks, such as IEEE 802.11 (Wi-Fi), 

global system for mobile communications (GSM), code-division multiple access (CDMA), and worldwide interoperability for 

microwave access (WiMAX) is a challenge, as each has different quality of service (QoS), security, and bandwidth characteristics. 

Similarly, movement between different administrative domains poses a challenge since MNs need to perform access authentication 

and authorization in the new domain. Thus, it is desirable to devise a mobility optimization technique that can reduce these delays 

and is not tightly coupled to a specific mobility protocol. In this section, we describe different types of handovers and investigate 

the components that contribute to a handover delay. Some inter-technology and media-independent handover frameworks are then 

described. 
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Mobile services 

Sophisticated 4G service discovery mechanisms will combine the location/situation information and context-awareness in order to 

deliver users’ services in a best possible manner. Additionally, future mobile services will require more complex personal and 

session mobility management to provision personalized services through different personalized operating environments to a single 

user terminal address. Whether SIP should be the core 4G protocol, and whether the service delivering framework be the network 

layer-based or application layer-based is still an open question Pandya et al (2010).  

Data Collection and Analysis   

In this study, various call quality parameters were evaluated for two cellular mobile operators, i.e operators P, operator Q, with 

existing infrastructure within Semi-Urban Township Location in Nigeria. Two parameters were evaluated. These parameters are 

call setup time and performance statistics (QoS indicator). In this study, data collection was obtained from the network management 

centre (NMC) and all inclusive in mobile switching centres.  

Data were obtained for the two cellular services operators, P and Q. Reports were initially collected and collated on hourly basis 

for which an average hourly figure was computed for a day. This progressively translated to an average of seven days taken for a 

week. Finally data were then computed on a weekly basis for a period of 24 weeks.  

The following table shows the data obtained from each of the parameters.  

Table 1. Call set up time 

S/N NETWORKS OPERATOR NETWORKS OPERATOR  CALL SETUP TIME (h, 

m, s, ns) 

1.  P P 00.00.07.20 

2.  P Q 00.00.10.02 

3.  Q Q 00.00.08.07 

4.  Q  P 00.00.08.22 

Table 2: Performance statistics (QoS indicator) 

S/N QoS INDICATOR  P (%) Q (%) 

1.  TCH congestion (without handover) rate  4.15 0.87 

2.  TCH congestion (without handover) rate 20.00 5.10 

3.  Call set-up success rate  81.27 94.52 

4.  Drop call rate 1.41 1.62 

5.  SDDH congestion rate  4.15 2.34 

Results  

Call Set Up Time 

From table 9 we observed that it takes P to P the shortest call set up time, this is followed by Q to P; Q to Q and finally it takes P to 

Q relatively the longest call set up time. 

Call set up time was observed to be enhanced due to less congestion in the radio interface, effective radio resources allocation and 

access network transmission availability. 
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Performance Statistics (QoS Indicator)  

It is observed from table 2 that the channel congestion rate without handover management is higher respectively for P and Q. But 

with effective handover management the channel congestion becomes lower. Also the causes of success rate for P and Q are 

relatively high and efficient.  Finally, while P recorded lower drop call rate, P however is higher than Q channel congestion rate. 

Quality of service played significant roles in attaining network interconnectivity and operation reliability. 

Discussion  

In today’s competitive telecommunication environment, mobility management is the most important feature of a wireless 

cellular communication system. 

In cellular communication today, emphasis has shifted to delivery of exceptional services while maintaining low cost and operation 

reliability. The telecommunication service providers are saddled with the challenge to deliver high quality service, innovative at a 

time of rapid change and cost pressure. Improved network availability, reliability and effective handover management can play 

significant roles in attaining the goal of sustained interconnectivity and maintainability.  

Mobility management is a resource for the information needed to manage the networks in a proactive way so the service problem 

can be addressed before it affects the customer. Much of raw data about various network elements is not useful until it is translated 

into real information as observed between this study and related earlier studies. 

Conclusion 

The mobility management within any cellular system is of great importance. It is a critical process and if performed incorrectly 

handover can result in the loss of the call.  

In this study a great deal of emphasis on mobility in GSM network was given .Very important too is the fact that handover in GSM 

network are very important to maintain the quality of a call. Mobility prioritization schemes were also analyzed  in order to enhance 

the quality of service (QoS) of GSM wireless network. Extensive survey and analysis of the handover prioritization schemes that is 

guard channels, call admission control and handover queuing has been provided. This research work contributed the following to 

telecommunication body of knowledge and the larger society   among others: 

Presentation of an cellular mobility framework to enhance efficient service delivery in wireless network and  exploration of some 

of the most time proven cellular communication protocols to meet the competitive demands of data rates and spectral capacity. 

Recommendations 

The following are hereby recommended for greater achievement in further research; 

(1) To predict the upcoming traffic evolution and network expansions as per increasing number of mobile users. 

(2) To benchmark network with another competitor’s network to attract more users at the cost of better quality on a national 

and global platform.  
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Abstract: Time series data is considered very useful in the domains of business, finance and economics. Stock market data 

specifically is generated at high volumes and excessively used for forecasting purposes for gaining wealth. The problem is 

challenging due to the dynamic nature of stock market fluctuations. Conventional techniques for prediction of next lag of 

time series data have been successful to an extent with statistical algorithms such as Exponential Smoothing and 

Autoregressive Integrated Moving Average (ARIMA). With the advent of deep learning architectures and advanced 

computational processors, we analyze the performance of such techniques for stock market forecasting. The paper presents 

performance comparison of Exponential Smoothing, ARIMA, Vanilla LSTMs and Stacked LSTM models. The empirical 

analysis concludes the superior performance of deep learning techniques with RMSE score as low as 3.208 on daily closing 

price stock data for a period of ten years. Furthermore, we also propose a portfolio optimization method to calculate returns 

and maintain profits while trading in stock market. 

 

Keywords: forecasting, stock market, LSTM, ARIMA, Exponential Smoothing, portfolio optimization 

Introduction: 

Between expert analysts and investors, the developments in stock price estimation have acquired considerable significance. Owing 

to unavoidable noisy conditions and high uncertainty in response to global trends, the stock market outlook for interpreting trends 

is difficult. Any variables including annual or quarterly earnings, company announcements, and varying shifting habits respond to 

the dynamics of stock markets. Investors depend on different technical metrics based on stocks that are gathered on a regular basis. 

While these metrics are used to analyze stock returns, predicting regular market trends [1] is challenging. In the changing modern 

environment, the detailed prediction of stock patterns is fascinating and a difficult task. Non-economic and economic influences 

are some of the parameters that affect the actions of stock trends and are taken into account.  

The dimensions of technical investigation were clustered into sentiment, flow-of-funds, raw data, trend, momentum, volume, period, 

and instability [2]. The actions of different market players are reflected by sentiment.  Flow-of-funds is a form of metric used to 

analyze the financial condition of different buyers to pre-evaluate their intensity of purchasing and selling securities, so suitable 

tactics, such as short squeeze, may be implemented. Pattern and movement are instances of market-based metrics, pattern is used 

to chart stock market volatility, while movement is used to measure the pace of price action and decide if a stock price trend 

turnaround is about to take place. Volume is a metric that represents both buyers and sellers' appetite for investment, and it is also 

a foundation for forecasting trends in stock prices. The process is grounded on the idea that in the context of a long phase of more 

than 10 years comprising brief periods of a few days or weeks, inventory values differ regularly. Lastly, instability is also used to 

analyze the magnitude of stock market variations and to measure vulnerability and to define the amount of provision and 

confrontation. Opinions could trigger short-term market volatility that in turn create disconnections amongst the valuation and 

actual value of the shares of a firm, but over long stretches of time, the measuring system kicks in when the dynamics of a company 

inevitably cause its shares to agree on the value and market price. A notable example arises from Nobel Laureate Robert Shiller, 

who found that stock markets are highly unpredictable over the short term, but their price-to-earnings over long stretches are 

somewhat stable [3]. In analyzing the economic situation, Diamond [4] clarified what returns to imagine from capital markets and 

indicated that returns might be considerably smaller in the future. Shiller et al.  [5] also indicated that markets were overvalued, and 

at some moment the bubble would break. 

Statistical methods, often assuming linearity, stationarity, and normality, offered a way to estimate and forecast stocks before the 

introduction of machine learning techniques. A systematic array of figures like daily revenue amounts and stock values is the time 

series of financial sector research [6]. The Auto-Regressive Moving Average (ARMA), the Auto-Regressive Integrated Moving 

Average (ARIMA), the Generalized Autoregressive Conditional Heteroskedastic (GARCH) volatility, and the Smooth Transition 

Autoregressive (ARIMA) are among category of quantitative methods that fell into the classification of univariate research owing 

to the usage of time series as input variables, according to [7].  

The ARIMA model is a commonly used stock price valuation methodology [8]. ARMA integrates Auto-Regressive (AR) 

frameworks that aim to understand the movement and mean reversion patterns commonly found in markets and Moving Average 

(MA) methods that seek to catch the time series disturbances. The ARMA model's major drawback is that volatility clustering, a 

key scientific phenomenon in several time series analysis, is not considered. ARIMA is a logical addition of the ARMA 

deterministic model, and a non-stationary series can be reduced to a stationary series. In order to predict future stages, the ARIMA 

[9] is adapted to time series results. Furthermore, Zhong and Enke define another category of statistical methods, including Linear 
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Discriminant Analysis (LDA), Quadratic Discriminant Analysis (QDA), and regression algorithms, which typically use multiple 

input variables. 

In forecasting capital markets, deep learning has been widely analyzed for its promise [10]. Tasks for deep learning are commonly 

divided into supervised and unsupervised learning. A collection of annotated input data for training the program and obtained output 

data are required in supervised learning. However, only the unlabeled or detected performance data is usable in unsupervised 

learning. The objective of supervised learning is to create a training model to transform data automatically to the output data given. 

The computer must have trained to see an input data point as conditioned and to estimate the predicted performance. The goal of 

unsupervised learning is to train an algorithm to find in the given dataset a pattern, association, or cluster. It may also serve as a 

precursor for supervised activities in learning [11]. In stock price path estimation, several algorithms have been used.  

Effective algorithms such as Random Forest, logistic regression, and neural networks have substituted simpler methods such as the 

single decision tree, discriminant analysis, and Naïve Bayes [12]. Multivariate analysis by the use of Artificial Neural Networks 

(ANNs) has become a powerful and common analysis method in financial sector analysis with nonlinear, data-driven, and easy-to-

generalize features. In time series prediction, deep nonlinear neural network topologies have recently begun to draw interest [13]. 

Another method which has recently been used for stock market analysis is sentiment analysis [14]. Via automated processing of 

text corpuses such as news feeds or tweets related to financial markets and public corporations, it is the method of forecasting stock 

patterns. The techniques of emotion classification are primarily divided into a data mining technique and a lexicon-based 

methodology, additionally separated through dictionary or corpus-based techniques. The ability of using sentiment indicators from 

an unstructured text to increase the efficacy of models for forecasting volatility patterns in the stock market was shown by [15]. 

In this paper, we target and categorize the performance of two domains of research as mention above i.e. statistical techniques and 

deep learning techniques which have rose to prominence drastically in the last decade. We take into account multiple stocks with 

variable dataset characteristics to check the error in each technique over a generalized set of trends.  

 

Related Work: 

Latest developments in market analysis and forecasting fall into four categories: statistical, pattern recognition, deep learning (ML), 

and analysis of sentiments. Most of these categories fall into the wider technical analysis framework, although there are several 

artificial learning methods that often merge broader technical analysis concepts with quantitative evaluation techniques to stock 

market forecasting. A taxonomy of common stock prediction techniques is shown in Fig. 1. These methods have gained traction 

and have in the recent past demonstrated positive results in the field of stock analysis. 

In much of the stock analysis literature, Devi et al. [16] attempted to resolve certain problems not actually discussed, like the 

dimensionality and expectation of an immature trader. The authors effectively use the past data for the training of the ARIMA 

model of four Indian midcap firms. To estimate the accuracy of the model, the Akaike Information Criterion Bayesian Information 

Criterion (AICBIC) test was introduced.  

 

Fig. 1. Stock market prediction techniques  

Checking the formula on growth stocks and the Nifty 50 Index revealed how, due to low failure and variability, the Nifty Index is 

the path to go for novice traders. The detailed method of constructing ARIMA models is discussed by Ariyo et al. [17]. The authors 

chose parameters such as the standard regression error, modified R-square, and Bayesian knowledge criteria to define the optimal 

model from all the ARIMA models produced. Based on the above parameters, the best ARIMA model did a competent job of 

forecasting Nokia and Zenith Bank's stock prices. In addition, he made a good argument not to compromise ARIMA models' forces 

in terms of stock assessment as it can perform relatively well for short-term prediction against the new forecasting methods available 

currently. In order to forecast the stock price of Tata Consulting Services stock based on five characteristics, i.e. free, large, low, 

near price and value, Bhuriya et al. [18] introduced regression model variants. The article describes the efficiency of the regression 
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models of the linear, polynomial, and radial basis function (RBF) based on the confidence values of the outcomes expected. 

Furthermore, he also stated that the model of linear regression surpassed the other strategies and obtained a 0.97 confidence score. 

For stock price prediction, several deep learning strategies have been explored. Two commonly used machine learning algorithms 

are ANN and Support Vector Regression (SVR) to forecast stock value and stock market index values [19]. In order to forecast 

long-term stock price trend, the authors used five times double cross-validation and Area Under the Curve (AUC) as an output 

metric and reported Random Forest as the top algorithm. Milosevic [20] suggested a long-term stock market price forecast strategy 

through a classification task where a stock is 'good' if the stock price rises by 10 percent in a year, otherwise it is 'bad'. In addition, 

he conducted a manual selection of functions, picked 11 appropriate fundamental ratios, and applied multiple algorithms for 

machine learning to market prediction. It follows that the best F-Score of 0.751 towards techniques such as SVM and Naïve Bayes 

was obtained by Random Forest. The eXtreme Gradient Boosting is another method that has drawn the interest of data scientists 

(XGBoost). The trajectory of stocks based on the XGBoost algorithm was forecast by Dey et al. [21] using technical indicators as 

characteristics. The findings reveal that XGBoost beats the other efficiency approaches for long-term estimation of Apple and 

Yahoo inventories, reaching a precision of 87-99 percent. 

A sentiment analysis model based on Twitter data was introduced by Pagolu et al. [22]. To evaluate the polarity of opinions behind 

the tweets, the authors used N-gram and Word2vec (2-layer NN). They reached a precision of around 70 percent and noted that 

71.82 percent was the association between price and opinion. The researchers indicated that the model's accuracy would improve 

with more details. The research by Xu and Cohen [23] introducing StockNet, a neural network architecture for forecasting stock 

market movement from tweets and historical stock prices, involves other methods using natural language and social media data. 

The model reveals a state-of-the-art efficiency and adds repeated, continuing latent variables for improved stochasticity 

management.  

Methodology: 

The methods proposed in this paper takes into account some of the traditional statistical techniques such as Holt-Winter’s 

Exponential Smoothing and Auto Regressive Integrated Moving Average (ARIMA) to model the prediction on the closing prices 

on selected stocks from the NIFTY 50 dataset. We take into consideration four stocks based on the volatility, trend from different 

industries: DRREDDY, TCS, HINDUNILVR, GAIL. The data is extracted from the Yahoo Finance website for the period of years 

2008-2018 on a daily frequency. Additionally, emphasis has been given to deep learning techniques for forecasting stock market 

behavior. Recurrent Neural Network architectures are taken into consideration, namely vanilla LSTMs and Stacked LSTM. The 

section gives an overview towards the specifications of techniques implemented below: 

 

I. Exponential Smoothing 

 

Exponential smoothing is a digital forecasting model that exponentially weighted historical data in order to have larger scales in the 

moving average of the most current data. In too many prediction cases, the exponential smoothing approach has been used as a very 

useful method for many years. Methods of prediction are a mathematical method to evaluate what is likely to happen in the future, 

relying on applicable historical evidence. In order to provide a structured, pragmatic way of thought, workmanship and strategies 

to provide more trust, this technique is very helpful in carrying out an empirical approach to the actions or trends of past results. 

Holt Winter Additive is the forecasting mechanism used in this prediction. The method of Holt Winters forecasting is a mixture of 

the method of Holt and the method of Winters, used for forecasting if the data has a seasonal and pattern portion. Three smoothing 

equations, namely the overall smoothing equation, the refinement of patterns and the seasonal smoothing equations, are the basis 

of the Holt Winters process. We implemented the additive method with the help of following equations: 

 

Smoothing Level: 

                                                             𝑆𝑡 =  𝛼𝑋𝑡 − 𝐼𝑡−𝐿+1 −  𝛼𝑆𝑡−1 +  𝑏𝑡−1                                                (1) 

Smoothing Trend: 

                                                         𝑏𝑡 =  𝛽𝑆𝑡 −  𝑆𝑡−𝐿+1 −  𝛼𝑆𝑡−1 +  𝛽𝑏𝑡−1                                                 (2) 

Smoothing Seasonal: 

                                                               𝐼𝑡 =  𝛾𝑋𝑡 −  𝑆𝑡+1 −  𝛾𝐼𝑡−𝐿                                                                  (3) 

Forecast: 

                                                             𝐹𝑡+𝑚 =  𝑆𝑡 − 𝑏𝑡𝑚 + 𝐼𝑡−𝐿+𝑚                                                              (4) 

 

II. ARIMA Model 

 

The conventional ARIMA method becomes unfeasible, and when periodic modification order is high or its diagnostics fail to specify 

that time sequences are static after seasonal amendment, it is in many examples difficult to conclude a model. In such cases, the 

static parameters of the classical ARIMA model are measured to be the main constraint of high seasonal variable demand 

forecasting. Another constraint of the classical ARIMA approach is that the best fit model for a data series requires a large number 
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of observations to be determined. An ARIMA model is labelled as an ARIMA model (p, d, q), in which the number of autoregressive 

terms is p, the number of differences is d and the number of moving averages is q. 

 

Autoregressive process:  

Autoregressive models assume that 𝑌𝑡 is a linear function of the preceding values and is given by equation: 

          𝑌𝑡 =  𝛼1𝑌𝑡−1 + 𝜀𝑡                                                                    (5) 

 

Each observation consists of a random component (random shock, 𝜀) and a linear combination of the previous observations. 𝛼1 in 

this equation is the self-regression coefficient. 

 

Integrated process: 

The behavior of the time series may be affected by the cumulative effect of some processes. 

 

                                                                             𝑌𝑡 = 𝑌𝑡−1 + 𝜀𝑡                                                                            (6)  

 

where the random perturbation 𝜀𝑡 is a white noise. 

 

Moving average process: 

The current value of a moving averaging process is a linear grouping of the current disruption with one or more previous 

perturbations. The moving average order indicates the number of previous periods embedded in the current value. Thus, a moving 

average is defined by equation: 

 

                                                                            𝑌𝑡 =  𝜀𝑡 +  𝜃1𝜀𝑡−1                                                                 (7) 

 

III. Long short-term memory  

 

Recurring neural networks, which have a disappearing gradient problem, are an improvement over the general recurrent neural 

networks. As stated by Hochreiter et al. [24], by incorporating gating functions into their state dynamics, LSTM RNNs address the 

vanishing gradient issue commonly found in ordinary recurrent neural networks. An LSTM maintains a hidden vector h and a 

memory vector m for controlling state updates and outputs at each time stage. More concretely, Graves et al. [25] define the 

computation at time step t as follows: 

 

𝑔𝑢 =  𝜎(𝑊𝑢ℎ𝑡−1 +  𝐼𝑢𝑥𝑡)                                                                    (8) 

𝑔𝑓 =  𝜎(𝑊𝑓ℎ𝑡−1 + 𝐼𝑓𝑥𝑡)                                                                 (9) 

𝑔𝑜 =  𝜎(𝑊𝑜ℎ𝑡−1 + 𝐼𝑜𝑥𝑡)                                                                  (10) 

𝑔𝑐 =  𝑡𝑎𝑛ℎ(𝑊𝑐ℎ𝑡−1 +  𝐼𝑐𝑥𝑡)                                                         (11) 

𝑚𝑡 =  𝑔𝑓  ⊙  𝑚𝑡−1 +  𝑔𝑢 ⨀ 𝑔𝑐                                                     (12) 

ℎ𝑡 = tanh (𝑔𝑜  ⊙  𝑚𝑡)                                                                       (13) 

 

where 𝜎 is the logistic sigmoid function, ⊙ represents elementwise multiplication, 𝑊𝑢 , 𝑊𝑓, 𝑊𝑜  , 𝑊𝑐 are recurrent weight 

matrices and 𝐼𝑢, 𝐼𝑓, 𝐼𝑜, 𝐼𝑐 are projection matrices. Although LSTMs have the ability to learn sequence temporal dependencies, in 

long sequences the have difficulty with long term dependencies.  

 

IV. Stacked LSTMs 

 

With the growing advancement of computer processors and a range of deep neural networks being implemented, learning algorithms 

have demonstrated their strong self-learning capabilities. For a deep LSTM-based neural network, stacking many LSTM layers is 

indeed important. The key principle of the deep neural network is that several nonlinear levels of mapping among endpoints are 

used for learning features numerically. The performance of the hidden layer is not only generated forward over time, as seen in 

Figure 2, but also used as one of the inputs of the next hidden layer of LSTM. 
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Fig. 2. Stacked LSTM architecture with multiple hidden LSTM layers 

 

The advantages of stacked LSTM over vanilla LSTM architecture are due to:  

(1) Stacking LSTM layers helps the data to predict raw temporal signal characteristics from various aspects at each point of time 

(2) Model parameters are spread through expanding memory capacity over the entire space of the model, allowing the model to en

hance convergence and optimise dynamical raw data processes.  

(3) The LSTM neural network has a time stage structure to recall memories. As for 1-D data analysis, a restricted signal can be 

converted into a matrix of input-dimensional rows and time-stage columns. It is apparent that LSTM emulates the memory process 

as humans do which ensures that it can instantly memorize a signal item by item and collect substantial raw temporal signal inherent 

in it. A deep neural LSTM network can thus help improve the entire mechanism. 

 

V. Performance metrics: 

 

To evaluate the performance of the proposed nonlinear combination model, mean absolute error (MAE), root mean square error 

(RMSE) and mean absolute percentage error (MAPE) are used defined as follows:  

𝑀𝐴𝐸 =  
1

𝑁
 ∑ |𝑦𝑡 −  𝑦̀𝑡|𝑁

𝐼=1                                                                       (14) 

𝑀𝐴𝑃𝐸 =  
1

𝑁
 ∑ |

𝑦𝑡− 𝑦̀𝑡

𝑦𝑡

𝑁
𝐼=1 | × 100%                                                        (15) 

                                                              𝑅𝑀𝑆𝐸 =  √
1

𝑁
 ∑ (𝑦𝑡 −  𝑦̀𝑡)2𝑁

𝐼=1                                                                (16) 

 

Results: 

The results computed from the models mentioned above are observed in this section and the performance is analyzed with the help 

of common evaluation metrics. The data for the period of December 2007 to Jan 2018 for the aforementioned stocks can be seen in 

Fig. 3.  
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Fig. 3. NIFTY50 stock data from December 2007-Jan 2018 

We start with the Holt-Winter’s exponential smoothing method which has been applied first on the four stocks data with seasonal 

periods as 365 (daily frequency closing prices). With 4687 values, the training data set contains 4219 values and the test data 

contains 468 values. As shown in Fig. 4. Validation on test data follows the slope. 

 

Fig. 4. Exponential Smoothing model forecasting results: DRREDDY, TCS, GAIL, HUL (Clockwise) 

The ARIMA model gives significantly improved results as compared to the exponential smoothing. The stock data are initially 

checked for stationarity using the Augmented Dickey Fuller test which present null hypothesis for all four stocks. This leads to 

using first difference on the data for applying ARIMA model. The values for p, d and q are generated using Auto ARIMA to 

compute multiple combinations leading to best AIC and BIC scores for implementation. As show in Fig. 5, the predicted values are 

validated on the test data leading to an RMSE score of 84.69, 152.1, 6.052, and 212.2 respectively as presented in Table. I below. 
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Fig. 5. ARIMA model forecasting results: DRREDDY, TCS, GAIL, HUL (Clockwise) 

 

Although ARIMA gives very high performance, the model is generally useful for small datasets and as the data points are increased, 

the performance starts decreasing. Due to this drawback, we implement deep learning techniques with memory elements that are 

specifically advantageous for forecasting with long run relationships. These kinds of techniques are extremely useful in high 

frequency trading circuits.  

 

We take into account two recurrent neural networks architectures, i.e... Vanilla LSTMs and Stacked or Deep LSTMs with 

performance optimization. Stacked LSTM networks have a deeper learning model and are made up of several hidden layers of 

LSTMs. Such different hidden layer’s act as a Deep Recurrent Neural Network (DRNN). In this analysis, for prediction, a stacked 

LSTM model is implemented with four layers having 50 neurons and a dense layer that is run for 600 epochs with a batch size of 

32. The iterative updating of weights using the training data is an important part of training an LSTM network. For stochastic 

gradient descent [26], the Adaptive Movement Estimation (Adam) algorithm is used and the loss function is loss mean squared 

error. 
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Fig. 6. Stacked LSTM model forecasting results: DRREDDY, TCS, GAIL, HUL (Clockwise) 

 

As it is difficult to analyze the performance of ARIMA and Stacked LSTM architecture, we look into the RMSE, MAE and MAPE 

scores as shown in Table. I for all the techniques which helps in inferring the success of each forecasting model. As shown below, 

although ARIMA provides excellent forecasting results, the stacked LSTM model gives a lesser RMSE score. Further taking into 

consideration, the interdependence of stock market data on past data points, LSTM architectures provide an edge over the statistical 

techniques. 

 

Table I. Evaluation metrics for model performance 

 Exponential 

Smoothing 

ARIMA Vanilla LSTM Stacked LSTM 

 RMSE MAE MAPE RMSE MAE MAPE RMSE MAE MAPE RMSE MAE MAPE 

TCS 775.3   152.1   96.49   54.38   

GAIL 37.17   6.052   12.49   3.208   

HINUNILVR 281.5   212.2   192.1   180.8   

DRREDDY 952.8   84.69   70.12   59.76   

 

Discussion & Conclusion: 

When the nature of the economy based on rising and declining asset values has been foreseen and recognized by an investor. In the 

trading plan, the next issue is how much of its share it should allocate for various stocks in its portfolio [27]. A very important factor 

to consider is the adjustment of the ratio of capital in stock market to achieve benefit. The optimization of Markowitz's portfolio 

[28] is solely based on a statistical basis and provides a very satisfying outcome in the distribution of one's market share [29]. As 

shown in equation 17, return can be calculated as: 

                                                  𝑟 = (𝑎𝑑𝑗𝐶𝑙𝑜𝑠𝑒(𝑖) − 𝑎𝑑𝑗𝐶𝑙𝑜𝑠𝑒(𝑖 − 1))/𝑎𝑑𝑗𝐶𝑙𝑜𝑠𝑒(𝑖)                                        (17) 

The variance of return, the covariance matrix of return, weights and sum should be 1. We then adjust the weight to gain profit and 

select the portfolio which has max Sharpe ratio and in volatility given by equation 18-20. By performing Markowitz Portfolio 

Optimization technique, we can understand how much we must invest our money in a market. 

                                      𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝑟𝑒𝑡𝑢𝑟𝑛 = 𝑡𝑟𝑎𝑛𝑠𝑝𝑜𝑠𝑒 𝑜𝑓 𝑤𝑒𝑖𝑔ℎ ×  𝑟𝑒𝑡𝑢𝑟𝑛                                             (18) 

http://www.ijirmps.org/


IJIRMPS | Volume 8, Issue 6, 2020                                                                                                                      ISSN: 2349-7300 

IJIRMPS2006003 Website : www.ijirmps.org Email : editor@ijirmps.org 28 

 

                 𝑣𝑜𝑙𝑎𝑡𝑖𝑙𝑖𝑡𝑦 =  (𝑡𝑟𝑎𝑛𝑠𝑝𝑜𝑠𝑒 𝑜𝑓 𝑤𝑒𝑖𝑔ℎ𝑡𝑠 × 𝑐𝑜𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 𝑜𝑓 𝑟𝑒𝑡𝑢𝑟𝑛 × 𝑤𝑒𝑖𝑔ℎ𝑡𝑠)
1

2                         (19) 

                                                            𝑆ℎ𝑎𝑟𝑝𝑒 𝑟𝑎𝑡𝑖𝑜 =  
𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝑟𝑒𝑡𝑢𝑟𝑛

𝑣𝑜𝑙𝑎𝑡𝑖𝑙𝑖𝑡𝑦
                                                                      (20) 

The development process should go through relevant data selection, data preprocessing to eliminate noise and missing values to 

create the prediction model. Study of the right algorithm, accompanied by model assessment. The study presented in this paper uses 

the LSTM to forecast the stock market exchange activity. The findings indicate that advanced versions of LSTM appear to provide 

more detailed results than standard algorithms. It can be shown that this paradigm is efficient for both private traders and corporate 

investors. They will obtain the potential actions of the movement of consumer rates and take the correct decision to make a profit. 

Different characteristics and facets of the industry should be addressed in future work to make forecasts more reliable. We also plan 

to use consumer feedback on the product to forecast the market shift. 
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Abstract: Attribute-based Encryption has been ordinarily utilized in circulated computation wherever an information 

supplier re-appropriates his/her mixed data to a cloud professional association and may grant the information to customers 

having unequivocal capabilities (or properties). Regardless, the quality ABE structure does not backing secure elimination 

of excessive data, and that is vital for removal of duplicate copies of undefined knowledge, thus saving extra space and 

framework data transmission. During this paper, we tend to gift an attribute-based mostly limit system with secure 

elimination of excessive data during an ewer cloud setting, wherever a non-public cloud is in charge of duplicate 

acknowledgment associated an open cloud manages the limit. Differentiated and, therefore, the previous knowledge 

elimination of excessive data systems, our structure has two central focuses. Directly off the bat, it'd be wont to subtly bestow 

knowledge to customers by demonstrating access approaches instead of sharing unscrambling keys. Moreover, it brings 

home the portions of bacon the quality plan of linguistics security for knowledge protection. Whereas existing structures 

merely achieve it by representational process and additional delicate security thought. Besides, we tend to set forward a 

framework to vary a code text over one access approach into figure writings of the proportionate plaintext nonetheless 

below varied access game plans while not revealing the first plaintext. 

 

Keywords: security, safe perusing, key confirmation, diminish deduplication. 

 

I. INTRODUCTION 

Distributed computing considerably encourages data suppliers World Health Organization have to be compelled to spread their 

data to the cloud while not revealing their subtle data to outsiders and may wish purchasers with precise authorizations to own the 

choice to urge to the data. This assumes data to be positioned away in jumbled way with getting to regulate methods to such associate 

scope that no-one apart from purchasers with properties (or certifications) of express assemblies will be able to decipher the encoded 

data. An associate coding strategy that come across this requirement is termed attribute-based coding, wherever a client's non-public 

key's associated with a property set, a letter is disorganized below associate appearance approach over tons of possessions, and a 

shopper will decipher a cipher text with its non-public key if its planning of traits satisfies the doorway strategy connected with this 

cipher text. Still, the quality ABE framework disregards to achieve secure deletion of excessive data, which may be a procedure to 

spare further space and system transfer speed by confiscating excess replacements of the disorganized data place away within the 

cloud. Then one more time, as way as we tend to may presumably grasp, existing developments for secure deduplication aren't 

supported property based mostly coding. Since Attribute-based Encryption and secure deletion of excessive data are generally 

applied on the distributed computing, it is tempting to structure a scattered storing background with the two possessions.  

 

We take into account the concomitant scenario within structure of a character based mostly warehousing framework supporting 

securely deletion of excessive data of disorganized data within the cloud, within which, the darkness will not store any file over 

once although the element that it would get mixed reproductions of an identical record encoded below varied admittance methods. 

Associate data worker, Bob, means that to transfer a document M to cloud and offer M through purchasers having sure 

accreditations. Thus on do in and of itself, Bob encodes M below associate entrance strategy associate over tons of abilities and 

transfers the relating cipher text to the cloud, with the tip goal that lone purchasers whose provisions of properties satisfying the 

doorway strategy will decipher the cipher text. Subsequently, a different data supplier, Alice, handovers a cipher text for equivalent 

elementary document M nonetheless attributable to associate alternative admittance approach A0. Since the report is assigned during 

a disorganized structure, the cloud cannot understand that plain text regarding cipher text of Alice is adored that examination to 

Bob's, and also can hoard M double. Such a traced warehousing spends further space and correspondence transmission capability. 

II. RELATED WORK 

ABE (Attribute-Based Encryption): 

Sahai & Waters, given the thought of it and later on, Goyal et al. elaborate the key organization ABE (KP-ABE) & cipher text 

strategy ABE (CP-ABE) as the two complementary kinds of ABE.  

 

Bettencourt, Sahai, & Waters projected prime CP-ABE. Nevertheless, it is safe underneath the traditional assembly model. A CP-

ABE structure underneath additional established access arrangements is projected by Goyal et al. supported the amount of 
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hypothetic suspicion. Thus, on beating the constraint that the attribute house scale is poly on the face of it restricted within the 

security boundary and therefore the attributes square measure mounted ahead, Rouselakis and Waters designed an outsized universe 

CP-ABE system underneath the prime-request gathering. During this research paper, the Rouselakis Waters framework is occupied 

because of hidden arrange for stable development.  

 

Securely Deletion of excessive data: With the target of additional economic area for distributed storage administrations, Douceur 

et al. projected the principal declare adjusting privacy and proficiency in playacting deduplication referred to as united coding, 

wherever a message is encoded underneath a message-decided key with the objective that unclear plaintexts square measure 

disorganized to the equivalent cipher texts. For this case, if two clients transfer a similar document, the cloud employee will watch 

the comparable cipher texts and store only one duplicate. Executions and variations of synchronous coding were deployed. Thus on 

formalizing the accurate safety description for joined coding, Bellare gave a crypto logic crude named letter fastened coding and 

purpose by purpose several explanations to catch completely diverse safety requests. Abadi et al. excellence concluded the security 

classification by seeing the plain text conveyances relying upon the open boundaries of plans. This prototype was later reached out 

by Bellare by giving security to communications that square measure each connected and dependent on the open framework 

boundaries. Since message-bolted coding cannot avoid savaging power assaults wherever records falling into an accomplished set 

are recuperated, a style that provides secure deletion of excessive data reposition opposing beast power assaults was advanced 

Keelveedhi, Bellare and Ristenpart and acknowledged in a powerful framework referred to as server-helped coding for deletion of 

excessive data capability. During this research paper, a parallel strategy to it has been used to complete secure deletion of excessive 

data with relevancy the personal cloud within the stable development. 

III. PRELIMINARIES 

In following segment, we will audit important cryptographic thoughts and classifications that are to be utilized in later stage. 

  

3.1 Bilinear Couplings and Complexity Conventions 

Assume that Group on may be a probabilistic polynomial time calculation that inputs a security boundary λ, and yields a triplet 

(P, g, p) wherever P maybe a gathering of request g that's created from p, and g may be a prime. We tend to characterize ˆ a : P × P 

→ P1 to be an additive guide the off probability that it's the attendant properties. 

 

• Bilinear: for all p ∈ P, and c, d ∈ Z∗ g, we've got ˆ a(pc,gd) = ˆ a(p,p)cd. 

 

• Non-degenerate: ˆ a(p,p) 6= 1.  

 

We state that P may be an additive gathering if the gathering activity in P is profitably computable Associate in Nursing d there 

exists a gathering P1 and an effectively process able additive guide ˆ a: P×P → P1 as higher than.  
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It is onerous to acknowledge (→− y, ˆ a(p,p)cf+1μ) from (→− y, Z), wherever p ∈ P, Z ∈ P1, c, μ, d1, ..., bf ∈ Z∗ g picked 

autonomously and systematically at impulsive. 

3.2 Symmetric Encryption 

Symmetric encryption schemes have keyspace KS and MS is made of the two algorithms: an encryption calculation SE. Ec(KS, 

ms) produces a cipher text C on input a key KS ∈ KS and a message ms ∈MS, and a decoding calculation SE. Dc(KS, C), which 

yields a communication ms or the disappointment image ⊥ on input a key KS ∈ KS and any cipher text C. 

 

3.3 Assurance Structure 

An assurance structure CME is made out of the accompanying 3 calculations boundary age calculation CPG which is taking a 

security boundary λ as information and yields the open boundaries cpars, committal calculation Com which is taking the open 

boundaries cpars & information x as information and yields a dedication com to x alongside a de-committal key dec, and a 

confirmation calculation that it acknowledges or 0 to demonstrate that it rejects. A responsibility plan ought to be both restricting, 

which implies that the decommit stage can effectively open to just one worth, and concealing, which implies that the submit stage 

doesn't uncover any data about x. For X ∈ {Hiding, Binding}. 
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3.4 Access Arrangements & Linear Secret Allocation Arrangements 

 

Definition 1: (Access Arrangements) 

Let{A1,...,An} be a set of parties. An assortment B ⊆ 2{A1,...,An} is monotone in the event that ∀C,D : in the event that C ∈ An 

and C ⊆ D, at that point D ⊆ B. B (monotone) get to structure is a (monotone) assortment An of non-void subsets of {A1, ..., An}, 

i.e., B⊆ 2{A1,...,An}\{∅}. The sets are known as the approved sets, and the sets not in An are known as the unapproved sets. 

 

Definition 2: (Linear Secret Allocation Arrangements) 

Leave A alone a lot of gatherings. Let G be a grid of size l×n. Let ρ:{1,...,l} → R be a capacity that plots a line to a group for 

naming. Leave r alone any prime digit. A mystery distribution plan Π terminated a lot of gatherings R is a direct mystery sharing 

plan (LSSS) over Zr if 

 1) The offers for each gathering structure a vector over Zr. 

2) There is a grid G with one-lines and n sections called the offer creating lattice for Π. 

IV. SYSTEM ARCHITECTURE AND SECURITY MODEL 

In this area, we portray the framework design and the proper meaning of ciphertext-strategy trait based capacity framework 

supporting secure deduplication. 

 

4.1 System Architecture 

The engineering of our quality primarily based reposition framework with secure deduplication has appeared in Figure during which 

four components area unit included: data suppliers, appropriate authority (CA), cloud, and purchasers. An associate degree data 

provider has to re-appropriate her/his data to the cloud and supply it with purchasers having sure accreditations. The CA provides 

every consumer associate degree unscrambling key connected with its arrangement of qualities. The cloud contains associate degree 

open cloud that is answerable for data reposition and a personal cloud that plays out a sure calculation, as an example, tag checking. 

Once causing a record to reposition demand, each data provider at the start marks label T and mark L connected with statistics, and 

associate degreed later struggles the data below an entry arrangement over heaps of characteristics. Besides, all data supplier creates 

a symptom pf on the connection of the label T, the mark L and also the encoded message ct3 

 
 

Figure: System design of characteristic centered storage with 

secure deletion of excessive data 

 

V. ATTRIBUTE-BASED STORAGE WITH SECURE DEDUPLICATION 

In this segment, we depict a stable development of a trait-based capacity framework supporting secure deduplication, examine 

its security, and show its exhibition from theoretical and trial investigation. 

 

5.1 Construction 

• Decrypt. This calculation takes the open boundary standards, a ciphertext (M, ρ), E, B, C, {Ci, Di, Ei}i∈[1,l] with the relating 

name K and a private key sA for a property set An as the info. Assume that a particular set A fulfills the entrance structure (M, ρ). 

Characterize I as I = {i : ρ(i) ∈ A}. Indicate by {wi ∈ Zp}i∈I a lot of constants with the end goal that if {vi} are legitimate portions 

of any mystery μ as per (M, ρ), then Pi∈I wivi = μ. It figures the message M as ˆ a(B,s0 1) Qi∈I(ˆ a(Ci,s0 2)ˆ a(Di,s(i) 1 )ˆ e(Ei,s(i) 

2 ))wi = ˆ a(f,f)αμˆ a(f,w)μr Qi∈I ˆ a(f,w)rviwi = ˆ a(f,f)αμ, and counteracts ˆ e(g,g)αμ from C to acquire β. At that point, it processes 

M = SE.Dc(G(β), E). On the off chance that fg1(M)hg0(β) = L, it yields M. Else, it yields a disappointment symbol⊥. 

 

5.2 Security 

Next, we demonstrate that the proposed stockpiling framework safeguards the security of the encoded information as far as open 

Cloud and private Cloud, separately. 

 

Theorem 

Expecting that (q − 1) supposition clamps in F, SE is a protected single key encryption plan, and L is created succeeding a safe duty 

conspire, at that point, the proposed characteristic based hoarding background with secure deletion of excessing data is specifically 
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unclear in regards to the perspective on the open Cloud. Confirmation. The Rouselakis Waters plot is identified to be pointedly 

ambiguous accepting that (q − 1) presumption grips in F. Our verification for Theorem 1 generally surveys that in excluding that in 

test stage, E∗ and L∗ = fg1(M∗ b )hg0(β) will be added to the first test ciphertext. Note that E∗ won't unveil any data about M∗ b 

because of safety of the fundamental SE scheme, L∗ won't enlighten any data concerning M∗ b because of the safety of the basic 

responsibility plot. 

 

5.3 Implementation 

My project implements using with modules.  

i) Data Provider  

ii) Cloud  

iii) Deletion of   

iv) Attribute Authority 

 

5.3.1 Data Provider 

Information supplier transferring document to cloud with tag, name and security key, the proposed plot ensures information 

uprightness against any label irregularity assault. Accordingly, security is improved in the proposed plot. 

 

5.3.2 Cloud 

Secure Deduplication to spare storing universe for distributed storing administrations, Douceur et al. The main answer for 

adjusting classification and productivity in deletion of excessive data called joined encryption, where a communication is scrambled 

under a message contingent key, so indistinguishable plain texts are encoded to the equivalent ciphertexts. For this situation, if two 

clients transfer a similar record, the cloud worker can perceive the equivalent ciphertexts and store just one duplicate of them. 

Which may disregard the protection of the information if the cloud worker can't be completely trusted. This is a customer who 

possesses information and wishes to transfer it into the distributed storage to spare expenses. An information proprietor scrambles 

the data and re-appropriates it to the distributed storage with its file data, that is, a tag. 

 

5.3.3 Deduplication 

Information deduplication is a particular information pressure method for dispensing with copy duplicates of rehashing 

information. Related and to some degree, equal terms are canny (information) pressure and single-occurrence (information) 

stockpiling. This procedure is utilized to improve capacity use and can likewise be applied to organize information moves to lessen 

the number of bytes that must be sent. In the deduplication procedure, one of a kind pieces of information, or byte designs, are 

distinguished and put away during a process of examination. Deduplication strategies exploit information similitude to distinguish 

similar information and decrease the extra room. Conversely, encryption calculations randomize the encoded documents to make 

ciphertext undefined from hypothetically irregular information. 

5.3.4 Attribute Authority 

The AA gives each client an unscrambling key associated with client set of qualities At the client-side, every client can download 

a thing, and decode the ciphertext with the property based private key created by the AA if this present client's characteristic set 

fulfills the entrance structure. 

VI. EXPECTED RESULTS DISCUSSION 

In this segment, we give further elaboration on the two principle methods we presented in this paper. 

6.1 Adjustable Characteristic Centered Encryption 
Lai et al. introduced crypto logical crude referred to as multipurpose CP-ABE, wherever a semi-believed intercessor is carried 

into the locale of CP-ABE. The intercessor, given a background full hidden entry key, will modify any code text beneath one 

admittance approach into cipher texts of the equivalent plain text beneath another access method while not learning any 

knowledge regarding the plaintext throughout the modification procedure. However, this strategy for utilizing a single secret entry 

key for all cipher texts is remarkably insecure, since if the only key's undermined. 

The safety for the background is going to be thoroughly damaged. An associate ill-disposed consumer utilizing the undermined 

secret entrance key will recover a cipher text into associate entry arrangement that his/her characteristics fulfill. During this manner, 

it will get the plain text not planned for him/her. Moreover, the hidden entrance key is formed by the AA UN agency as of currently 

controls the decipherment keys within the framework. Therefore it's enticing to decrease its capability in dominant cryptography. 

Not the least bit like that in our procedure is coordinated with the tip goal that every hidden entrance key should be used to alter its 

relating ciphertext. On these lines, even sooner or later, a secret entrance key's contained, the hurt is strained to 1 message. At a 

significant level, our strategy carries an associate with another approach to fabricate versatile CP-ABE frameworks from an alternate 

perspective. 

6.2 Deduplication in Hybrid Cloud 

Take care of this issue, a more vulnerable safety idea called defense under picked dissemination assaults [8] was advanced under 

the supposition that the information message is adequately erratic. Not quite the same as the current technique for characterizing a 

more vulnerable security idea for the distributed storage framework with secure deduplication, half and half cloud design, 

comprising of a couple of open and private mists, is presented in our capacity framework to such an extent that the semantic security 

gets attainable for the open cloud. This structure of twin mists has been generally received practically speaking, where the security 
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of the open cloud for the most part goes up against a bigger number of difficulties than that of the private cloud, and consequently 

it is alluring to have more grounded information secrecy insurance at the open cloud side. We accept that the cross breed cloud 

engineering is a promising way to deal with capacity frameworks with deletion of excessive data, in which the scrambled 

information is re-appropriated to the open cloud while deletion of excessive data checking is taken care of by the private cloud. 

VII. CONCLUSION 

Attribute-Based Encryption is being extensively useful in disseminated processing where data suppliers redistribute their mixed 

data to cloud and they can confer the data to customers having shown qualifications. Then again, deletion of excessive data is a 

huge technique to save the additional area and framework move speed, which discards duplicate copies of indistinct data. In any 

case, the standard ABE structures don't provision safe deletion of excessive data, which marks them overpriced to be connected in 

some business amassing organizations. In this research paper, we showed a novel method to manage comprehend a quality based 

limit system supporting safe deletion of excessive data. Our capability arrangement has operated under a creamer cloud building, 

in which a private cloud controls the sum and open cloud manages limit. Resulting to getting a limit request, the private cloud first 

draughts the legitimacy of the moved thing with the associated proof. If the proof is real, the private cloud turns a mark establishing 

approximation to see if comparative data covered up cipher text has been taken care of. Accepting this is the situation, at whatever 

point it is significant, it recuperates cipher text to a cipher text of comparable plain text over a passageway approach which is the 

affiliation set of both access systems. The proposed amassing system acknowledges two imperative focal points. Directly off the 

bat, it might be used to subtly give data to various customers by deciding a passageway approach as conflicting to sharing the 

unscrambling key. Moreover, it achieves the standard thought of semantic safety while obtainable deletion of excessive data 

contrives simply achieve it under a more delicate safety thought. 

 

6.3 Results 
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Abstract: In today's competitive business environment, business entities are faced with greater uncertainties (threats and 

opportunities) as they strive to create value. In the quake of the current global economic crisis, businesses in a bid to stay 

competitive have taken several crucial measures. However, for companies to keep track of their strategies, achieve their 

strategic objectives and reduce the impact of uncertainties, appropriate decisions should be made with a solution that 

reduces the impact of risks. Technical reports from companies showed that there is deviation from their original strategic 

plan tracks, and they are unable to achieve their strategic objectives. A preliminary study was conducted to identify the 

factors that lead to inefficiencies during strategic plan implementation. The result of the preliminary study showed that 

there is lack of risk management, especially information and incentive alignment risks. This research aims to propose a 

framework that mitigates risks during strategy implementation, through how the key choices made in strategy will either 

increase or reduce two characteristic types of risk (information and incentive alignment risks). These two types of risk 

(which are not mentioned in depth in other or past types of risk management categories) are the key inefficiency creators in 

the strategic planning and decision making that arise because of decision patterns. The proposed framework considers how 

to question the key decisions and how to turn inefficiencies into opportunities and points of power to create value. The 

proposed framework also presents essential fundamental concepts and enablers for achieving sustainable performance such 

as developing organizational capability, creative thinking, innovation, agility, succeeding through people and sustained 

outstanding results. The framework presents a mechanism to identify and assess the information and incentive alignment 

risks in the key decisions. The developed framework helps to reinvent desired strategic performance which lies in changing 

how decisions are made.  

 

Index Terms: Agility, information risk, incentive risk, strategy (key words) 

1. INTRODUCTION  

The roots of the term risk can be traced back as far as the late middle ages, the modern concept of risk appeared only gradually, with 

the transition from traditional to modern society. The modern understanding of risk presupposes subjects or institutions, accountable 

for their actions that make decisions under conditions of apparent uncertainty. Some apparent uncertainties, however, can be measured 

or quantified probabilistically and are, therefore, more precisely called risks (1). Risk management is a continuous process that is 

accomplished throughout the life cycle of a system.  It is an organized methodology for continuously identifying and measuring the 

unknowns; developing mitigation options; selecting, planning, and implementing appropriate risk mitigations; and tracking the 

implementation to ensure successful risk reduction.  Effective risk management depends on risk management planning; early 

identification and analyses of risks; early implementation of corrective actions; continuous monitoring and reassessment; 

communication, documentation, and coordination (2). Strategy risk relates to risk at the corporate level, and it affects the development 

and implementation of an organization’s strategy (3).  Strategy risk is a function of the compatibility of an organization’s strategic 

goals, the business strategies developed by management to achieve those goals, the resources deployed against these goals, and the 

quality of the implementation (4). 

2. LITERATURE REVIEW 

Enterprise Risk Management (ERM) supports agencies’ ability to articulate risks, align and allocate resources, and proactively discuss 

management and mitigation strategies and activities to better equip agencies to deliver on their goals and objectives and potentially 

improve stakeholder confidence and trust. Moreover, ERM should operate with the purpose of supporting the mission and vision, 

integrating existing risk management practices across functional silos and improving strategic planning and decision-making (5).  

 

The environment in which an organization operates has become more complex, more rapidly changing, and more demanding (6). As 

stated by Drucker (7), we are living in “an age of discontinuity‟. It is therefore vital that an organization be aware of the internal and 

external forces that may shape its future (8). The monitoring, evaluating and disseminating of information from the external 

environment to key personnel within an organization is known as environmental scanning (9). Hambrick (10) states that 

environmental scanning refers to the managerial activity of learning about events and trends in the organization’s environment. 

Environmental scanning can yield a number of benefits for decision-makers within the organization, for example, it will help in 

detecting environmental signals. However, this is only part of the scanning process as assessing its strategic implications requires a 

forecast of the expected rate of change, or a forecast of the impact of the change (11). In addition, scanning provides managers with 

information about events and trends in their relevant environments, which facilitates opportunity recognition (12). Also Barringer 

and Bluedorn (12) state that scanning is a method to reduce uncertainty. Scanning can help managers cope with uncertainty, but only 
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if they realize that uncertainty can only be reduced, not eliminated. To assess the organizational environment as one of the main steps 

in the strategic planning formation process, strategic tools are used. According to Clark (13), strategy tools are concepts, analytical 

frameworks, techniques and methodologies that assist strategic managers in making informed decisions. 

 

Today, information can no longer be treated as a source of competitive advantage, but a competitive necessity. It penetrates in all 

aspects of an organization, crosses data processing and information systems department. The information potential can be realized 

by the means of appropriate management and knowledge of the organizational and cultural aspects (14). Information risk is always 

present to some extent in every business. Reducing it is most urgent where the inefficiencies it causes are most intense. Getting an 

assessment of the extent of information inefficiency involves understanding three key properties of the decision that is made with 

insufficient information. These three key properties of the decision are the consequent of the decision, The degree of reversibility or 

finality of the decision and the measure of the know unknowns associated with the decisions (14).  

 

Incentive alignment risk arise when the incentive imposed by a business model lead to actions that clash with the boarder interest of 

a value chain. For most businesses, achieving alignment is a continuous process. While alignment is a state, its definitional opposite 

– misalignment – is an infinite number of states in a multidimensional space. Thus, a discussion of the alignment process requires 

both identifying the state of alignment and monitoring the dynamics of misalignment (15). If the decisions made crucial to the strategic 

direction of the corporate or a business unit with misaligned incentives, the consequent incentive inefficiency is likely to be more 

harmful and a worthy adversary to take on (16). 

  

3. METHODOLOGY 

The adopted approach includes qualitative, quantitative and Mixed-method techniques. The instruments used to collect the data in 

this study are the literature review, the semi- structured interviews,  and  questionnaires.  The outcomes of the literature review and  

the preliminary study were used as input to identify the factors that lead to inefficiencies in the decision making during strategy 

implementation, through studying the performance of strategy successful factors in selected business units.  

 

The data collected via semi-structured interviews was used in the preliminary study to evaluate the implementation of the strategy 

successful factors in selected business units. Questionnaires were used to validate that some business units are suffering from 

information and incentive alignment risks and evaluate the negative effect of these two types of risk in the decisions making. The 

reliability coefficient (Cronbach’s Alpha) was found to be positive, with the reliability rate based on the Cronbach-Alpha scale (0.88 

and 0.84) for the information and incentive alignment risks data. 

 

In this study, data was analyzed using descriptive and inferential statistics. Descriptive statistics included percentages, frequencies, 

means, and standard deviations while inferential statistics included regression and correlation analysis. Data processing was 

undertaken through coding the completed questionnaires, entry into SPSS and then checked for accuracy of data input. 

 

4. RESULTS AND ANALYSIS 

The results of the preliminary study at selected Business Units revealed that: 

1. There were deviations periodically from the strategy plans tracks. 

2. There are no risk management procedures during strategy execution. 

3. There are no procedures to manage the information and incentive alignment risks. 

4. There is no mechanism to manage risks during decision making process. 

 

Questionnaires were used to validate that some business units are suffering from information and incentive alignment risks and 

evaluate the negative effect of these two types of risk in decisions making. The output of the questionnaires can be summarized in 

the following main points: 

1. Respondents emphasized that the selected business units are affected and suffering of Information and Incentive Alignment 

Risks. 

2. Respondents agreed with the symptoms as factors that lead to inefficiencies in the decision making. 

 

     4.1 PROPOSED FRAMEWORK COMPONENTS 

The proposed framework was formed to promote sustainable success and to provide guidance to keep the strategy plan in its track 

through managing risks in the decisions. This is realized through a set of three integrated components which comprise the framework. 

The firs component is the Fundamental Concepts, to underlying principles which are the essential foundation of achieving sustainable 

and strategy alignment (sustainability). The second component is the Risk Mitigation process, which helps organization to manage 

risks in decisions, and reinvent decisions aligned with strategy track by converting the fundamental concepts and strategic 

performance management into practice through innovative decision path. The third component strategic performance management. 

A dynamic assessment process and powerful management tools to support organizations. It’s a multistep process that guides the 

leadership in designing and revising the strategic performance. 

 

The proposed framework (see Fig. 1) based on continues improvement concept. It is using three integrated components (Fundamental 

Concepts, Strategy Performance management and Decision risk management process). The framework helps organizations to 
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question themselves to invent or keep track of strategy with the attributes to achieve sustainability, drive innovation and improve 

results. 

 

The proposed framework studying the identification of risks (information and incentive alignment risks symptoms) in the key 

decisions, then the framework open the path to reinventing desired strategic performance which lies in changing how decisions are 

made. The proposed framework mainly considers how to question the key decisions and how to identify value destroying points and 

turn these inefficiencies into opportunities and points of power to unlock new value. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 1 the proposed Framework Components 

 

The strategic performance management provides a structured approach to question the performance of the organization. It combines 

strategic planning with performance management by creating an organizational structure based on strategies and functions, aligning 

resources with the structure, addressing human capital and productivity, and establishing performance measures (17). 

 

4.2 THE FUNDAMENTAL CONCEPTS AND ENABLERS 

These Fundamental Concepts and enablers Contribute in risk mitigation, that it outlines the essential foundation for achieving 

sustainable performance for the organization. They can be used as the basis to describe the attributes of the framework for the 

organizational culture. They also serve as a common language for top management and decision makers, these concepts can be 

summarizing in five enablers (18), which are: 

1. Developing Organizational Capability 

2. Harnessing Creativity & Innovation 

3. Managing with Agility 

4. Succeeding through the People 

5. Sustaining Outstanding Results 

 

4.3 STRATEGIC PERFORMANCE MANAGEMENT 

Strategic Performance Management is a multistep process (Fig. 2) that guides the leadership in designing and revising a system of 

strategic performance management. It combines strategic planning with performance management by creating an organizational 

structure based on strategies and functions, aligning resources with the structure, addressing human capital and productivity, and 

establishing performance measures (19). 

 

4.4 MANAGING INFORMATION AND INCENTIVE ALIGNMENT RISKS 

The proposed framework considers how to question the key decisions and how to identify value destroying points and turn these 

inefficiencies into opportunities and points of power to unlock new value during strategy implementation (16). The framework is 

about mitigating risks through questioning how the key choices made and how will either increase or reduce the two characteristic 

types of risk (information risk and incentive alignment risk). Mitigating risks is managed through three steps in the proposed 

framework, which involves: 

 

 

 

 

Fundamental Concepts 
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Design of framework 
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Continual improvement 
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(Strategy Performance) 

Decision risk 
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Figure 2 Strategic performance management 

 

4.4.1 RISK IDENTIFICATION 

Identify and assess inefficiencies in decisions by searching the appearance of signs or symptoms of information and incentive 

alignment risks, which can help the organization honestly identify value-destroying points and pointed their root-cause inefficiencies. 

 

4.4.2 RISK ASSESSMENT  

Estimating the consequences of identified risks (16) (information and incentive alignment risks), which are shown in the following 

points: 

1. Incentive alignment risks assessment 

2. Information risk assessment 

 

4.4.3 REINVENT DECISIONS 

The path to reinventing desired strategic performance lies in changing how decisions are made, so decisions are the main factor for 

inventing and reinventing new strategic decision path. To make this decision formulation the proposed framework chooses four basic 

types of interventions: changing what decisions strategy involves; when a decision is made; who should make the decision; and why 

the decision maker makes the decision the way he does. 

 

4.5 CHANGING WHAT DECISIONS STRATEGY INVOLVES 

Determining what decision to select in designing corporate strategy is usually the dominant driver of their risks and inefficiencies 

nonetheless; organizations often take these foundational decisions for granted. A few simple rules apply when reinventing the strategy 

by modifying what it defines as important (16): 

1. Balance focus with flexibility: The so-called Pareto principle applied here: 20 percent of products or services account for 

80 percent of risks. Eliminate just a   few, and the organization will improve excessively. 

2. Reduce the number of decisions: It’s possible to reduce the number of decisions without reducing products or services 

offering.  

3. Hedge decision against one another: Business risks arising from different decisions seldom rise and fall synchronously. We 

can complementary decisions to build a portfolio of risks that hold each other in check, balance demand fluctuations and optimize 

capacity. It can also hedge by pooling resources with other companies.   

 

4.6 WHEN A DECISION IS MADE 

Determining when to make key business decisions and the order in which they are arranged, relative to one another, is very important 

to the business and strategic performance and to the value it create. So if the decision pattern modified to change the absolute timing 

of key decisions and /or the way they interrelate, we can produce powerful business output (16). A few simple rules can help by 

changing the when of key business decisions: 

1. Delay decision as long as possible. If the opportune moment for obtaining information is fixed in time, we can attempt to 

delay decisions as long as possible to bring them closer to that moment. 

2. Change the sequence of decisions. This can be a way to incorporate more information into the process. Some companies 

have reduced their R&D risks in this way and others reduced inefficiencies in the way they produce products and services. 

3. Split a key decision into phases so as to obtain early information, before the decision is completed. Even when decision 

sequence can’t be changed it may still be able to gather highly useful preliminary information before committing to key decision. 

 

As organizations continue growing in complexity and global reach, decisions in them spread out, creating situations in which the 

historical decision maker may no longer be best suited to the role. In order to design innovative business models, changing who 

makes the decision can be an effective-even breaking through strategy (16). Three principles guide this approach: 

1. Transfer decision rights to the best-informed decision maker, that will lead to decision 

2. Decisions that impose fewer information and incentive-alignment inefficiencies. 

3. Transfer decision making to the party best able to tolerate the decision’s consequences, that can create value. 

4. Move the consequences (costs) of the decision to the party that benefits the most 
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4.7 WHO SHOULD MAKE THE DECISION 

As organizations continue growing in complexity and global reach, decisions in them spread out, creating situations in which the 

historical decision maker may no longer be best suited to the role. In order to design innovative business models, changing who 

makes the decision can be an effective-even breaking through strategy (16). Three principles guide this approach: 

1. Transfer decision rights to the best-informed decision maker, that will lead to decisions that impose fewer information and 

incentive-alignment inefficiencies. 

2. Transfer decision making to the party best able to tolerate the decision’s consequences, that can create value. 

3. Move the consequences (costs) of the decision to the party that benefits the most. 

 

4.8 WHY THE DECISION MAKER MAKES THE DECISION THE WAY HE DOES 

The design of an organization imposes certain goals and incentives on decision makers. Because decision makers are generally 

rational actors, these factors can powerfully influence the decisions they make. For instance, an organization that cares mainly about 

near-term profits will make decisions very different from those of an organization that cares most about long-term sustainability. 

When differently motivated decision makers must collaborate to create value, incentives have to be adjusted so that the parties can 

pursue their objectives without damaging the value chain. Understanding the respective parties’ incentives helps induce decisions 

that best create value (16). 

 

4.9 COMMUNICATION AND CONSULTATION 

Communication and consultation with external and internal stakeholders should take place during all stages of the risk management 

process. Therefore, plans for communication and consultation should be developed at an early stage. These should address issues 

relating to the risk in decision itself, its causes, its consequences (if known), and the measures being taken to treat it. Effective external 

and internal communication and consultation should take place to ensure that those accountable for implementing the risk 

management process and stakeholders understand the basis on which decisions are made, and the reasons why particular actions are 

required. 

 

4.10 MONITORING AND REVIEW 

The organization's monitoring and review processes should encompass all aspects of the risk management process for the purposes 

of: 

1. Ensuring that controls are effective and efficient in both design and operation; 

2. Obtaining further information to improve risk assessment; 

3. Analyzing and learning lessons from events (including near-misses), changes, trends, successes and failures; 

4. Detecting changes in the external and internal context, including changes to risk criteria and the risk itself which can require 

revision of risk treatments and priorities; and 

5. Identifying emerging risks. 

 

Progress in implementing risk treatment plans provides a performance measure. The results can be incorporated into the organization's 

overall performance management, measurement and external and internal reporting activities. The results of monitoring and review 

should be recorded and externally and internally reported as appropriate, and should also be used as an input to the review of the 

information and incentive alignment risks management framework. The risk management process is shown in Fig. 3. 

 

5. CONCLUSION 

Based on the study findings, the study concluded that Information Risk and Incentive Alignment Risk are factors (risks) that affecting 

business units strategy plan implementation. To reduce the impact of inefficiencies in decision making that arising from information 

and incentive alignment risk during strategy implementation, the output of the previous studies from objective one and objective two 

were used as input that used innovation, creative thinking and agility as organizational fundamental concepts to be applied in the 

business units and also used as enablers to reinvent strategic decisions. Then, for monitoring the strategic performance and the 

efficiency of the framework and continuous improvement, strategic performance management tools are integrated with the framework 

components. The developed framework provides guidance to keep the strategy plan in its track through managing risks in decisions. 

This is realized through a set of three integrated components which make the framework: The Fundamental Concepts and Enablers, 

The Risk Mitigation Framework and Strategic Performance Management. Using these three integrated components help 

organizations to question themselves to invent or keep track of strategy with the attributes to achieve sustainability, drive innovation 

and improve results. 
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Figure 3 The risk management process 
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Abstract: The Systems Engineering design process is challenged to deliver successful complex systems in multidisciplinary 

and heterogeneous components. Growing human needs and evolving society bring ever greater challenges in the formation 

of a complex and large engineered system. System complexity is related to lots of parts and large size of the system when 

there is difficulty in understanding how the system works or in predicting the consequences of any change that may affect 

the process and systems develop itself. The leadership is performing an important role to manage a complex system. 

Leaders should be able to set back from immediate focus and look at the desired big picture. In practice, many factors 

contribute to Systems Engineering complexity in this review. This study intends to explore and analyze the complexities 

and the factors that contribute to the complexity of the Systems Engineering design approach. The data in this study were 

collected systematically from several electronic scholarly databases, including the ISI Web of Science, Scopus, Wiley 

Online Library. This study quantified the challenges and causes of the Systems Engineer complexity. Then, the challenges 

were categorized into two groups, managerial and technical causes. Ultimately, seven Systems Engineering complexity 

factors were identified, and their impact on the Systems Engineering processes was ranked using the Pareto principle. 

Among the factors, rapidly emerging technology was the most significant factor contributing to Systems Engineering 

complexity. 

 

Index Terms: Systems Engineering, complexity factors, rapidly emerging technology, design process, development phase 

insert. 
________________________________________________________________________________________________________ 

I. INTRODUCTION 

The need to satisfy human development and grow the prosperity of society create systems requirements at a fast pace. 

Responding to those requirements may lead to large and complex engineered systems, but at the same time, it should add value to 

society. Complexity often occurs from a considerable number of components and their connectivity [1]. Further, the system's 

complexity is the result of coupling interconnectivity and interdependence characteristics that address stakeholder desires. Both 

these properties will guide the future design of systems regardless of application domains (INCOSE, 2014). Later, Cloutier [2] 

introduced two more features that could influence the future of the systems design: simplicity and adaptability.  However, the last 

two characteristics are critiqued because they do not generate a reasonable complexity for the systems, as they could indirectly be 

contained in both interconnectivity and independence characteristics of the system's elements. As Kossiakoff, Sweet [3], Systems 

Engineering is an essential design approach to realize such advanced technological complex systems.  

Engineers use the Systems Engineering approach to cope with systems complexity. However, it is still a challenge for the 

Systems Engineer to deliver complex systems that meet the requirements and the current trends in technology growth. There are a 

few Systems Engineering complexity factors that are the main challenges to deliver successful systems. The factors that have high 

impact on the Systems Engineering design approach were identified, analyzed, and discussed in this study. 

Studies over the past five years provided important literature on the challenges encountered in Systems Engineering. Pennock 

and Wade [4] defined ten assumptions and illusions of Systems Engineering. Their study also highlighted that traditional Systems 

Engineering practices depended on many of these assumptions, rather than on sound scientific knowledge. Then, Madni and 

Sievers [5] introduced concurrent Systems Engineering, that is, the Model-Based Systems Engineering (MBSE) that overcomes the 

defined ten assumptions and illusions of the Pennock and Wade [4]. 

This review used exploratory and interpretive methodology to investigate the following research objectives: 

1. Identify the factors that contribute to Systems Engineering process complexity during the developmental phase in 

Systems Engineering life-cycle. 

2. Analyze the factors that contribute to the complexity of the design during the developmental phase in the Systems 

Engineering life-cycle. 

II. METHODOLOGY  

This study aims to explore the phenomena of the complexity in the Systems Engineering design approach. Accordingly, the 

exploratory sequential design by Creswell and Guetterman (2018) was used throughout the research objectives. Firstly, the data 

was qualitatively collected through a systematic review of the studies that related to the problem. The factors of the system 

engineering complexities were then identified for analysis. The researcher has combined and adopt procedures for planning and 
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conducting the systematic literature review from the concept of Xiao and Watson [6] and the perspective of  Carrión, González [7]. 

As a result, appropriate, practical, and useful procedures have been introduced throughout the study in the following sections. 

 

DATA COLLECTION 

The primary data in this study were mainly collected from several electronic scholarly databases, including the ISI Web of 

Science, Scopus, Wiley Online Library, IEEE, and International Council on Systems Engineering (INCOSE The author confined 

research to articles five years old or newer as of the beginning of 2020. Articles had to be published in indexed journals and written 

in the English language.  Keywords like Systems Engineering, Challenges, Complexity, and Factors were used for preliminary 

search in the databases for journals focused on Systems Engineering practitioners and developers. Fig. 1 represents the structural 

diagram of terms variation and synonyms, followed by inclusion and exclusion criteria for refining. 

 

Title/Topic of the study  

((Systems Engineering 

Complexities factors: 

Practitioners, Developers, 

Researchers Perspective ))

Terms 

Systems Engineering 

Complexity (ies)

Factor (s)

Synonyms, Variation, 

related  

 System Engineering 

Difficulty, complication, 

challenge, Problem, Dilemma, 

issue  

Reasons, elements, items, 

causes, drivers,

Screening/Refined by 

- Inclusions and exclusions    - Research objectives/question 
 

Figure 1 Structure diagram terms variation of searching 

 

Table 1 represents the initial search script and results of the literature review studies in the field of Systems Engineering 

Complexities in each database. 

 

Table 1 Search script used for each data base 

Data Base source Syntax Results/Valid 

Web of Science (WOS) (TI=("System* Engineering")  AND  

TI=(complex*  OR  difficult*  OR  complic*  

OR  challenge*  OR  problem*  OR  dilemma*  

OR  opportunit*  OR  issue*))    AND  

LANGUAGE:  (English)  AND  DOCUMENT  

TYPES:  (Article OR Editorial Material) 

 

Results = 90 

= 23 after removing (book chapter 

magazine + conferences+ review) 

or include only Articles and 

Editorials 

= 22 include English Languages 

only  

Scopus  TITLE ( "system* engineering" )  AND  TITLE 

( compex*  OR  difficult*  OR  compli*  OR  

challenge*  OR  problem*  OR  dilemma*  OR  

oppprtunit* )  AND  PUBYEAR  >  2014  AND  

( LIMIT-TO ( DOCTYPE ,  "ar" ) )   

SCOPUS Results = 55 

= 15 after excluding (book chapter 

magazine + conferences+ review)  

= 15 include English Languages 

only 

IEEE ("Document Title":"system* engineering") AND 

("Document Title":complex* OR difficult* OR 

compli* OR challenge* OR problem OR 

dilemma OR opportunit*) + issue* 

 

IEEE Results = 194 

= 28 after removing (book chapter 

magazine + conferences+ review) 

= 28 include English Languages 

only 

Wiley Online Library "system*+engineering" in Title and "complex* 

OR difficult* OR compli* OR challenge* OR 

problem* OR dilemma* OR opportunit*" in 

Title 

Wiley Results =198 

= 139 after removing (book 

chapter magazine + conferences+ 

review 

= 139 include English Languages 

only 
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SCREENING – INCLUSION AND EXCLUSION CRITERIA 

The population includes published articles on the Systems Engineering approach, which could be technology-based or 

management-based, including related journal articles, technical publications, standards, and special papers.  

The Endnote references management tool has been used to manage all compiled lists of references. Fig. 2 demonstrates the flow 

diagram of identification, screening, eligibility, and included studies. 362 documents from the complied list at identification level 

were filtered to exclude theses, conference papers, book chapters, and magazines. 25 references were excluded due to duplications. 

Finally, one reference was removed because it was not in English. About 31% of results (178 titles and abstracts) reached the 

eligibility level. A systematic review quality was made to exclude non-relevant topics. 
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subject study
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for review 

90. title from Web Of 

Science 

55. title from Scopus  
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Online Library 
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title and abstracts for 
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Figure 2 Flow diagram of the literature reviewed 
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III. COMPLEXITY AND SYSTEMS ENGINEERING 

This section highlights the definition of the term complexity and determines the factors that influence the system engineering 

process based on the data extracted from the systematic review. Fig. 3 shows the flowcharts used to achieve the research 

objectives. 

Identifying and Sort out list of Systems Engineering Complexities factors

Categorizing the Systems Engineering complexities 

and challenges 

Analyzing to find out the most likely 

factors that causes complexity on SE 

approach  

Identifying which phase of 

the System Engineering 

approach has been most 

affected by complexity

The highest Impact Factor and Systems Engineering Life-Cycle 

Phases

Recommendation on 

Single Complexity factor 

and single SE phase
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Figure 3 Flowchart of the study steps to achieve the research objectives 

COMPLEXITY 

 Wildly divergent definitions of “complexity” have emerged; it has no singular meaning [8, 9]. Applying such a broad topic 

as complexity to the equally common topic of Systems Engineering is extremely difficult [10]. However, this study introduces 

an operational definition of complexity1,2 regarding Systems Engineering and its life-cycle. Hall [11] stated that Systems 

Engineering originated to deal with complexity. Nevertheless, new and emerging complications have arisen due to fast change 

in requirement. 

 Snowden and Boone [12] showed that the system could be Simple, Complication, Complex, and Chaotic. The complex 

systems are always taking the characteristic of Unknown Unknows in advance, such as in Systems Engineering process in 

Systems Engineering process a major change in the system requirement, unpredictable emerging technology used in the main 

system, a shift in management. At the complex system, the Cause-and-Effect relationships are so intertwined they are only 

evident in the late stages [12]. This feedback brings no right answer, with many competing ideas. The domain of complex 

systems needs creative, innovative methods [12]. Besides, leadership is performing an essential role in managing a complex 

system by creating environments that allow patterns to emerge and increasing levels of interaction and communication. Also, 

leaders should be able to set back from immediate focus and look at the desired big picture and applying holism principle [13].  

 

---------------------------------------------------------------------------------------------------------------------------------------------------------- 
1. Sheard and Mostashari [8] stated “Complexity is associated with difficulty of understanding, difficulty of teasing apart the 

problem (or system) without destroying the emergent functionality, and difficulty of prediction and control. Complexity is also 

associated with large size, lots of parts, things that are densely interconnected, things that have many different types of parts.” 
2. Cloutier [2] defined complexity is “ a measure of how difficult it is to understand how a system will behave or to predict the 

consequences of changing it. It occurs when there is no simple relationship between what an individual element does and what the 

system as a whole will do, and when the system includes some element of adaptation or problem solving to achieve its goals in 

different situations.”  
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White [14] introduced well processes of leadership on complex adaptive systems, while Snowden and Boone [12] said the 

leaders have to act differently from the previous solution during managing complex systems due to deferent variables and want to 

apply complexity science. Also, he introduced the leadership’s framework for decision making, which could be easier to follow in 

the complex adaptive systems. 

However, Systems Engineering principles and theories could help to deal with big picture view which is required to cater with 

complex systems, such as, Principle of Holism “A system has holistic properties not manifested by any of its parts. The parts have 

properties not manifested by the system as a whole”[15], and also Hitchins [16] stated, “systems engineering addresses the whole 

problem, and creates the whole solution.” 

 

SYSTEMS ENGINEERING COMPLEXITIES AND CHALLENGES – REVIEW OF EXISTING PERSPECTIVES OF PRACTITIONERS AND 

DEVELOPERS.  

 

 Based on the reviewed literature, the terms ‘complexities,' 'challenges,' and other synonyms have the same sense. The 

researcher has developed descriptions and typologies to discuss the complexities and challenges of Systems Engineering. 

Systems Engineering challenges were appropriately categorized as external and internal challenges (Table 2). External 

challenges include changing global policies, regulations, or even technical patterns. Internal challenges are difficulties within 

the Systems Engineering processes such as bad requirement definition, lack of training, or holistic view deficiency in managing 

the SE process. These external and internal challenges were further classified into technical-based and management-based 

challenges for more specificity. The technical-based typology was used by Young, Farr [17] in Systems Engineering 

integration. Similarly, Sheard [18] used the same typology to further study the classification of Systems Engineering challenges.  

Management-based challenges were cited by Young Young, Farr [17] and INCOSE [19] as social-political complexity 

challenges. 
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Table 2 Existing challenges for Systems Engineering 

 

 

 

 

Category Type challenges Existing challenges/Complexities Cited authors  

External Technology based.  

Also this typology used by 

Young, Farr [17] as 

shown on (system 

integration base). 

Similarly, was used by 

Sheard [18]. 

 Rapid evolving new technologies, and big data.  

 Greater utilization of commercial off-the-shelf.  

 D'Souza, Kossmann 

[20] 

 Roberts, Mazzuchi 

[21] 

 Farnell, Saddington 

[22]. 

 Ben Levitt 

MITSDM Streamed 

live on Apr 10, 

(2018). 

 Blanchard and 

Blyler [23]. 

 Hirshorn, Voss [24]. 

 Cloutier [2]. 

Management based. 

Similar to Social-Political 

complexity of Young, Farr 

[17] and Socio-Economic 

of INCOSE [19]. 

 International competition (organizations, suppliers, 

subcontractor). 

 Resources globalization (efficient resource 

utilization). 

 Political and economic interdependence. 

 sharing the knowledge and technology (security 

issue). 

 Progressive Human and society needs.  

 Crossley, Luan [25] 

 Clark [26]. 

 Blanchard and 

Blyler [23]. 

 University [27]. 

 Blanchard and 

Blyler [23]. 

 INCOSE [19]. 

 Young, Farr [17]. 

 Cloutier [2] 

Internal Technology based.  

Also this typology similar 

to Young, Farr [17] as 

shown on (system 

integration base). 

Similarly, was used by 

Sheard [18]. 

 Integration of COTS in development and 

production phases 

 Integration of Rapid Emergent Technology Items 

(RETIs)  

 Difficulty of Prediction the behavior of the system 

[25, 28] 

 Leadership  

 Hoehne [29] 

 Crossley, Luan [25] 

 Curran, Allaire [28] 

 Farnell, Saddington 

[30] 

 Hoehne [29] 

 University [27] 

 Cloutier [2] 

 White [14] 

Management based. 

Similar to Social-

Technical complexity of 

Young, Farr [17] and 

Socio-Economic of 

INCOSE [19]. 

 Poor coupling between technical and programmatic 

sides. 

 Bad holistic view. Need emphasis on all life cycle 

systems (whole view)  

 Bad definition of the system requirements.  

 Higher overall life-cycle costs.  

 last-minute changes in design 

 The tightness of time schedule/systems life cycle 

 Failure to recognize and deal with risk (example of 

Challenger and Columbia accident - independent 

technical authority) 

 Hoehne [29] 

 Farnell, Saddington 

[22] 

 Clark [26]. 

 Blanchard and 

Blyler [23]. 

 Young, Farr [17]. 

 University [27] 

 Cloutier [2] 
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ANALYSIS OF CHALLENGES AND COMPLEXITIES RELATIONSHIPS  

  Fig. 4 illustrates the seven most-cited complexity factors that have direct effects on the system’s life-cycle. The primary 

features of the information in Fig. 4 provide the context of problem background. It further shows how the problem evolved and 

how it reached the current status of complexities in the Systems Engineering approach. 
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Figure 4 Relationship between existing challenges and Systems Engineering complexities 

 

The seven complexities that have a stronger correlation with the Systems Engineering phases include: 

1. Resource globalization. It is affected by human needs and last-minute change requests by stakeholders. Human 

always seek comfort with emerging new designs if they think that makes their lives better; nevertheless, that puts 

pressure on system engineers to meet these requirements while designing a system. The last-minute change is usually 

the consequence of a customer request or technical feasibility. Furthermore, it has facilitated the use of faster and 

more efficient transportation /communication means for expediting procurement and related processes [23, 31, 32]. 

2. Increasing the utilization of Commercial Off The-Shelf (COTS). It may be derived from the competition of the items’ 

suppliers and the growing needs of humans and society. In addition, the international competition of parts suppliers 

creates a variety of options from products. If COTS is built in the system, the complications arising from integration 

besides alignment of specifications [23, 33]. 

3. Rapidly Emerging Technology. This is influenced by COTS and progressive human needs. Correspondingly, it causes 

difficulties in the prediction of systems performance and in integration while developing a system [3, 34-37] 

4.  The change in requirements. This factor influences more than four motivates, as shown in Fig. 4, all are related to 

change requests. In the industrial sector, inconsistent requirements and different performance objectives usually make 

the decision-making process more complex [38]. New requirements are a challenge to delivering efficient system 

[39]. 

5. Lack of holistic view and requirement traceability. The main concern stems from a poor coupling between the 

technical and management sides of the systems builders, due to a large number of subsystems and change [2, 40, 41]. 

6. Lack of consistency tool and integration. The inconsistency originates from the variation of a multidiscipline system 

of design and a large number of subsystems within traditional Systems Engineering (document-centric). Complex 
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systems are called interdependence systems if there is no shared management between their components/subsystems, 

and if they are still developing. This often results in emerging behaviour [42]. However, Systems Engineering is 

challenged to deliver the lowest possible interdependence in the system [2]. 

7. The tightness of budget for the overall system life-cycle. Basically, considerable attention has been paid to reducing 

the costs associated with the acquisition and procurement of systems, and little attention has been paid to the costs of 

system operation and support. When designing systems, it is important to observe all decisions in the context of total 

costs [23]. 

 The literature listed in Table 3 provides relevant observational evidence for Systems Engineering complexity. It also shows 

the seven complexity factors most related to Systems Engineering design process, corresponding to the individual author's 

opinion and findings on each factor. More than half of the cited authors stated that the fast pace of technology growth creates 

complexities in the integration process of Systems Engineering. Furthermore, three factors- lack of consistency tools and 

integration, resources globalization, and lack of holistic view and traceability of the requirements- were cited more than ten 

times by different authors. Two factors- bad requirements definition and overall life-cycle- have shown the lowest impact on the 

Systems Engineering process as they were stated less than ten times. Nevertheless, several works of literature have dealt with 

the concept requirements definition criteria as an essential question on Systems Engineering in other areas out of this study's 

scope. 

 

 

Table 3 Factors that contribute to the Systems Engineering complexity by different authors 

No. 
 

Authors 

 
Effect of Systems Complexity Faced by Systems Practitioner, Developer, Researchers 

 

 

Rapidly 

Emerging 

Technology 

(21) 

Globalization 

Market Place 

(13) 

COTS 

Using 

(10) 

Lack of 

Holistic View 

and 

Traceability 

On SE 

(12) 

Bad 

Definition 

of the 

Requirement 

(07) 

Overall 

Life-Cycle 

Costs 

Tightness 

(02) 

Lack of 

Consistency 

Tools and 

Integration 

(16) 

1 
Curran, Allaire 

[28] 
▀ ▀   ▀  ▀ 

2 Winzer [31]  ▀      

3 Sheard [43]   ▀     

4 
MacKenzie, 

Bryden [44] 
  ▀     

5 Wu, Gouyon [33]   ▀     

6 
Roberts, 

Mazzuchi [21] 
▀ ▀      

7 Shortell [34] ▀ ▀      

8 Hoehne [29]    ▀   ▀ 

9 
Crossley, Luan 

[25] 
      ▀ 

10 
University Lecture 

Notes [27]. 
▀ ▀ ▀ ▀   ▀ 

11 
Madni and Sievers 

[5]. 
▀   ▀ ▀  ▀ 

 

 
Technology 

Growth 
(21) 

Globalization 

Market Place 
(13) 

COTS 

Using 
(10) 

Lack of Holistic 

View and 

Traceability On 
SE 

(12) 

Bad 

Definition of 

the 
Requirement 

(07) 

Overall 

Life-Cycle 

Costs 
Tightness 

(02) 

Lack of 

Consistency 

Tools and 
Integration 

(16) 

12 
Farnell, 

Saddington [22]. 
▀   ▀    

13 
D'Souza, 

Kossmann [20] 
▀ 

▀ 

 
  ▀   

14 NDIA [45]. ▀  ▀ ▀   ▀ 

15 
Blanchard and 

Blyler [23]. 
▀ ▀ ▀ ▀  ▀ ▀ 

16 Eisner [46]. ▀ - ▀ ▀   ▀ 

17 
Haskins, Forsberg 

[47]. 
▀   ▀ ▀  ▀ 

18 INCOSE [19]. ▀ ▀      

19 
Ashby, Blessner 

[48]. 
▀ ▀    ▀  
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No. 
 

Authors 

 
Effect of Systems Complexity Faced by Systems Practitioner, Developer, Researchers 

20 Sheard [18].  ▀      

21 
Hirshorn, Voss 

[24]. 
▀  ▀     

22 
Reichwein and 

Paredis [49]. 
  ▀     

23 
Horváth, Tepjit 

[50]. 
   ▀    

24 

Ben Levitt 

MITSDM 

Streamed live on 

Apr 10, (2018). 

▀    ▀   

25 
Blackburn, Verma 

[51]. 
 ▀     ▀ 

26 Cloutier [2]. ▀ ▀ ▀ ▀ ▀  ▀ 

27 Ward, Rossi [52]. ▀       

28 
Sales and Becker 

[53] 
      ▀ 

29 Lankhorst [32]. ▀ ▀      

30 
Mordecai, Dori 

[54]. 
    ▀   

31 
Liebel, Marko 

[55]. 
      ▀ 

32 
Zdravković and 

Panetto [56]. 
▀       

33 
Walworth, 

Yearworth [57]. 
   ▀    

34 
Wheaton and 

Madni [58]. 
      ▀ 

35 
Pennock and 

Wade [4]. 
   ▀   ▀ 

36 

George Mathew, 

Liscouet-Hanke 

[59]. 

▀      ▀ 

37 
Kenett, 

Zonnenshain [60] 
▀       

 

 

 The Pareto principle, or more accurately, the rule of "80/20," which explains cause and effect, was used in this study. It is a 

statistical analysis tool used to select a limited number (20%) of overall variables for decision-making to achieve a meaningful 

overall effect (80%) [61, 62].  

 The Pareto principle was used to determine the factor that has the highest impact on Systems Engineering life-cycle during 

the developmental phase. The frequency and accumulative percentage of the factors that have an impact on the SE complexity 

are shown in Fig. 5.  
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 The results showed that technology growth (Rapidly Emerging Technology Items) was the most significant factor (Fig. 5). 

Moreover, the Rapidly Emerging Technology Items lay above the line of the percentage of citation accumulations, which 

indicates that if a researcher reduces the impact of this factor, they are likely to solve 80 percent of Systems Engineering 

complexities problems. 

 Table 4 shows the Systems Engineering phases beside short descriptions of their tasks and levels of the system. It also 

reflects the associated complexity factors for the design phases of Systems engineering that were obtained from the preliminary 

analysis of Fig. 5. 

 

 

 

 

 

 

 

 

 

Figure 5 Pareto Chart – Factors contributing to System Engineering Complexity (N=80) 
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 All the factors contributing to the SE complexities extend to more than one stage. Three factors-  "the overall cost of the 

life-cycle," "lack of a holistic view," and  "poor definition of requirements-" influence all phases of the System Engineering 

design approach. Rapidly emerging technologies and wrong definition of requirements weighted highest among all other 

factors. 

Finally, any changes to the requirements, items concepts, or technologies upgrade will lead to a redesign of some 

subsystems, which in turn, will increase the cost of iterations periods. 

The factors contributing to the SE complexity, agreed on by the authors, practitioners, and designers, will be discussed in 

the following sections. 

 

1. Rapidly Emerging Technology 

       There is no single definition of the central concept of Emerging Technology [65]. In this study, Rapidly Emerging 

Technology refers to the advancement of the items or components used during the development phase of the systems. The 

rapid technological advancement discussed by Blanchard and Blyler [23] shows that technology is growing faster than our 

ability to control and manage it through a traditional Systems Engineering approach. Systems designers should consider 

existing and potential future improvements in technologies to the system while designing it. Otherwise, there is a 

significant possibility that the main system will be out of trend. 

The International Council On Systems Engineering INCOSE [19] ) has named the following technologies as ones that will 

create challenges to Systems Engineering: 

- sensor technologies: 

- material science 

- miniaturization 

- human-computer interaction technologies 

- computational power 

   Additionally, it is very useful to consider electrification and hybridization technologies as a fast-growing 

technologies. This adds a level of challenges to current systems under development and the Systems Engineering design 

approach as these technologies are under development and making very real progress (Brelje & Martins, 2019; Schäfer et 

al., 2019). 

   One of the problems of ongoing technologies is technology insertion in the man system. The insertion scenario of 

new technologies while designing using the Systems Engineering approach has not been mentioned [66]. Moreover, some 

of the technology insertion processes are still struggling and may cause significant reworking: for example, the lithium-ion 

batteries in the Boeing 787 Dreamliner model [67]. 

 

2. Lack of Consistent Tools 

    Madni and Sievers [5] indicated that traditional Systems Engineering models such as Waterfall, V-model, and 

Incremental were facing inconsistency in addressing the heterogeneity of subsystems. As the systems continued to scale 

and increase in application complexity, they were unable to maintain consistency and assure traceability during systems 

development at the same level. 

   Based on the data that was extracted from the literature listed in Table 3, the causes of inconsistency in systems 

integration could be summarized as follow: 

 a large number of systems levels, 

 multidiscipline in systems, 

 sequential of traditional Systems Engineering. Even though concurrent Systems Engineering has overcome such 

deficiencies, it still lacks full functionality, and 

   A study by Madni and Sievers [5] presented Model-Based Systems Engineering (MBSE) as a methodology 

equipped with suitable tools like repository (single source of truth) for data and information exchange between systems 

team builders. This model may overcome most of the traditional Systems Engineering deficiencies. 

 

3. Globalization and marketplace competitions  

   Globalization means there are interdependencies in the world [23].  In depth, many systems are currently being 

developed by several departments at different places, by multiple suppliers, and through multiple organizations [68]. It is 

facilitated by rapid and improved communications practices [18]. Globalization affects the Systems Engineering phases 

that involve multisource components and items. Due to the increasing global competition caused by globalization, systems 

developers have better access to global resources to fulfil systems requirements. A strong correlation has been observed 

between globalization and the utilization of Commercial Off The-Shelf (COTS), which further improves the accessibility of 

the required resources in Systems Engineering [31]. However, multiple studies identified globalization as the complexity 

factor to multi-resource management in the Systems Engineering life cycle [27].  In the development phase of the Systems 

Engineering life cycle, the designer needs to perform preliminary prototyping and contracting according to major Systems 

Engineering standard frameworks from the Department of Defence (DoD) or the National Aeronautics and Space 

Administration (NASA) [24]. Otherwise, the traditional Systems Engineering approach might experience downstream 

failure on verification and validation, or even in the production phase.  
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4. Lack of holistic view 

   Systems Engineering is defined as a holistic and integrative discipline (Hirshorn, Voss [24]. Nevertheless, 

Cloutier [2] from the INCOSE global community noted that one of the factors that made Systems Engineering more 

challenging was the lack of a holistic view by practitioners and system developers. The development phase is one of the 

important phases of the systems life-cycle, where most of the engineering developments happen. A holistic view is an 

essential personal skill for practitioners and systems developers in planning, organizing, and realizing the system-of-

interest. This will remain a challenge if enterprises wish to be competitive in the current technology trend. 

 

   A holistic approach helps to reduce risks and difficulties in managing tasks in the development phase and 

improve the communication between the systems levels. Furthermore, Cloutier [2] stated that use of Holism principle is 

essential in Systems Engineering to reduce individualization risk. Currently, the Systems Praxis Framework, which was 

developed by INCOSE and International Society for the Systems Sciences (ISSS), is the potential solution for Lack of 

holistic to today’s complex systems [2]. 

   Possible explanations of the consequences of the "lack of holistic view" in Systems Engineering is unable to 

explain the behavior of the overall systems by individual parts [50]. 

 

5. Commercial Off The Shelf (COTS) utilization  

   Increasing numbers of systems have adopted COTS to lower the initial procurement costs and shorten the 

acquisition cycle (Blanchard and Blyler, 2016; Eisner, 2008). This is because COTS usually makes use of the latest 

commercial technology, which will be replaced by new technology innovation in a short period of time, and are taken as 

consumables [69].  

   To its advantage, COTS could be selected and implemented for technical (shortening the developmental phase), 

organizational (reducing the overall cost of the developmental phase), or strategic reasons (access to technology not 

available internally) [33]. Recently, professional COTS often comes with supporting documentation such as proof of 

verification, validation conformance, and manufacture specifications or fact sheet. It is always recommended to review the 

specifications to ensure the COTS fit the requester’s requirements [24].  

   On the other hand, the advantages of COTS challenged by integration concerns such as performance (what is 

supposed to do), compatibility (no standards), product assessment (uncertainty of meeting the required needs), or supplier 

behavior (agreements promises false) [33]. Additionally, MacKenzie, Bryden [44] observed that many companies struggle 

with COTS integration into the Systems Engineering processes, the possible reason the employee is unfamiliar with that 

COTS. 

   Moreover, stakeholders occasionally order COTS, which indicates that they have decided to apply a readily 

available solution to their system without first validating that solution [54]. 

   Furthermore, risks associated with the use of COTS during system life-cycle include the obsolescence of models 

and of improvements in system interfaces. The competition of COTS providers makes individual components obsolete 

within two years [34]. The incompatibility between two or more systems requirements in COTS specifications may cause 

further complications to systems engineers. It is a nontrivial task to tackle this type of complexity, as it depends on the 

experience and design expertise of hardware and software engineers [46]. 

   According to the literature listed in Table 3, COTS usage was an unavoidable situation in many cases. 

Multisource of COTS generates complexity to integration in Systems Engineering processes during the development phase 

due to deferent standards used. It will be difficult to integrate new COTS during the development process, as this may lead 

to the re-integration and re-assessment and re-validation of the system under construction. 

 

6. Bad Definition of the Stakeholder Requirement 

   Mordecai, Dori [54] defined the Stakeholder requirements as ideas, expectations, requests, a set of needs, goals, 

assumptions, guidelines, preferences, objectives, constraints, intentions, or desires. Requirements are the needs or demands 

of the stakeholder collected as statements to constrain and identify a system or process. The ideal requirements are clear, 

unambiguous, consistent, unique, traceable, verifiable, and  “SMART” (Specific, Measurable, Attainable, Realizable, 

Time-bounded) [70]. However, the inadequate definition of the requirement for stakeholders indicates that the requirement 

is improperly collected or elicited, which leads to developmental phase difficulties, extra cost for a delayed change request, 

functional analysis, or issues in integration and systems evaluation. 

   Practically, requirements are the input to the design process at the beginning of systems formulation, while 

specifications are the output of the development phase. In other words, the development phase is begun with well-defined 

requirements [23, 24]. Yet, some inexperienced developers are unable to differentiate a requirement from a specification. 

   Continuous monitoring of the requirements during the Systems Engineering life-cycle results in internal 

complexity as it requires controlled traceability, and hence adds more tasks to systems developers. de Weck [71] and 

Hirshorn, Voss [24] proposed some tools that could assist the requirement monitoring process, including Excel 

spreadsheets, professional commercial tools like DOORS for large complex systems, and metadata. 

   While traditional sequential Systems Engineering is unable to address the complexity from continuous 

requirements monitoring that involves rapid and dynamic changes of input, a holistic view and MBSE can reasonably 

overcome this issue [5]. 

   Standard definitions to reduce the risk of bad Stakeholder requirement definition are as follows: 

 ISO / IEC 15288 (IEEE STD 15288 – 2008) 

http://www.ijirmps.org/


IJIRMPS | Volume 8, Issue 6, 2020                                 10.5281/zenodo.4311689                                      ISSN: 2349-7300 

IJIRMPS2006006 Website : www.ijirmps.org Email : editor@ijirmps.org 56 
 

 System Engineering Handbook, Version 3.1 Working Group requirements 

(http:/www.incose.org/ChaptersGroups/WorkingGroups/processes) 

 System life cycle process (6.4.1 Stakeholder Requirements Definition Process) 

 NASA Systems Engineering Handbook  

 

7. Overall Life-Cycle Cost – Tight Budget 

   Briefly, a Systems Engineering life-cycle cost is the expenses from all the systems phases [2]. 

   Usually, a tight project budget has a positive impact on the project/system owners, the sponsor, and other 

stakeholders. In this case, however, systems engineers and developers are challenged to deliver the system within that 

limited cost range. As a result, the cost tightness combined with a poor definition of the requirements and a dynamically 

changing environment makes task management complicated. 

   When calculating the overall life-cycle cost, the systems engineer needs to understand that any of the above-

mentioned processes might need to be repeated until the desired specification is achieved. Moreover, rapid and frequent 

change in technology and requirements will affect the life-cycle cost analysis of the systems of interest as well, even 

though it may lead to better performance. 

 

   Concisely, overall life-cycle cost is causing complexity in Systems Engineering in the following ways: 

 requirement of minimum life-cycle cost, 

 dependency of the lifecycle cost in decision making and design reviews output, and 

 dependency of life-cycle cost in making the decision that relates to the change of technology in the 

systems-of-interest. 

 

IV. CONCLUSION  

A Systems Engineering complexity is defined by different sources as a measure of the difficulty in understanding the behavior 

of a system or in predicting the consequences of a change. This study identified and analyzed factors that lead to the complexity of 

Systems Engineering throughout the phases of the life-cycle of Systems Engineering.  

Complexity factors were found to be linked to each other and intertwined with the Systems Engineering stages or processes. 

This creative synthesis is essential to produce an integrated system that can meet the end-user requirements. 

Although other factors are crucial, rapid emergent technology has the highest impact on Systems Engineering complexity, 

particularly during the developmental phase in complex systems like Aviation industry, because any changes accrue during design 

process lead to verification and revalidation and reintegration as well.  MBSE can be used to resolve some of the SE complexity 

issues. Still, some of the factors remain as challenges to the traditional Systems Engineering.  

In order to integrate cutting edge technology into the Systems Engineering processes, a system engineer or developer needs to 

follow the technology development closely. The rapid change in emergent technologies happens during systems development will 

lead to repetition in requirements verification, specifications validation, subsystems or components design, trade-off studies, 

alternatives evaluation, engineering and prototype models development, production planning, and tests and evaluation 

development. The available Systems Engineering frameworks or guidelines lack means to accommodate and address the issue of 

rapidly emerging technologies. 

Some questions remain unanswered, especially in interconnectivity improvement. Improving system interconnectivity 

eliminates the erratic behavior of complex multidiscipline components and helps to produce a better systems design, especially a 

smart and dynamic systems solution. However, in order to improve system interconnectivity, external technical-based challenges 

such as globalization and COTS need to be tackled first. 

MBSE has the advantage of a holistic view and traceability over traditional document-centric Systems Engineering. However, 

the majority of the companies do not use MBSE due to a lack of training and experience in their employees.   
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Abstract: The bag like any other aspect of art is an important cultural heritage of every society. As Frank Boas puts it arts 

and man are inseparable, and that no society can exist without arts. In the Bamenda Grassfields, bag production is done by 

a few cultures and such activity performed absolutely by the men has been handed down from one generation to another 

with very little modification. In the pre-colonial days, traditional bags were produced with three major raw materials 

namely animal skin, fibre and a special fabric called ndop. But today, with the challenges of modernity, the traditional bags 

of the Bamenda Grassfieds is undergoing gradual modifications both in materials used in production and function. Despite 

these changes noticed in the manufacture as well as use of the traditional bag, this receptacle still fulfils its functions some 

of which are to store and carry objects. They are also used to provide healing to patients. Bags can also be used to portray 

the socio-political organisation of the Bamenda Grassfielders. They are elements of social stratification and cultural identity; 

they therefore have roles in politics, social, religion, economics and healing.  

Data for this research was carried using the qualitative as well as the quantitative methods and the information was analysed 

soon after the data collection was over. 

 

Keywords: Tradition, arts, change, bag, cultural heritage, socio-culture 

 

Introduction  

 

A bag is a receptacle, a flexible container made of cloth, paper, plastic and fibre. The bag is a very useful instrument in every 

community. The traditional bags which are discussed in the research paper are those made of raffia fibre, animal skin and the ndop 

fabric. According to Venice and Alastair Lamb (1981: 139),  

 

Raffia weaving occurs all over Africa where the raffia palm is found. It is important in Madagascar. In Angola, 

Zaire, Congo and Gabon, it is by far the most significant form of indigenous textile production. In Cameroon, the 

use of raffia is more or less confined in the Grasslands where Bamessing or the Ndop Plain and the Meta region 

around Mbengwi are the major centres. 

 

Bags can be used for storage, packaging of food and other items. The bag can also be used to store traditional medicine. There are 

bags of different sizes, shapes and colours. In the Grassfields of Cameroon, bags go beyond mere carrying of food and storage of 

medicine; it is used as an element to spot evil persons in the society and also an element of social stratification. Some bags are 

embroidered with emblematic motifs and such bags are used only by the royalty and the ruling class. In the Bamenda Grassfields, 

bags are fabricated with a variety of materials ranging from fibre, animal skin to fabric. Bags are hardly produced from nylon 

materials. In this area, bags are produced predominantly in the Meta area in Momo Division and in Bamessing in Ngoketunjia 

Division. Bags production is an activity which is predominantly male. Women can only assist in the collection of fibre which is the 

most used raw material for bags fabrication. Bags accomplish different functions some of which are political, religious, social and 

healing.  

 

In the Bamenda Grassfields of Cameroon, the traditional bag is very visible in cultural ceremonies, men, women, commoners and 

notables carry bags which match their social ranks. The Bamenda Grassfields is a region that corresponds to the Anglophone North 

West Region of the Republic of Cameroon. The part of Grassfields that was under English Administration known as the ‘Bamenda 

Grassfields’1 (Warnier, 1975: 43).  

 

The natural vegetation of this region consists of short and tall grasses with raffia and oil palms growing along the courses of the 

rivers and streams and banana trees surrounding the compounds. The oil and raffia palms serve as raw materials to weavers who 

use them for the production of baskets, bags, caps, mats, chairs, tables, cupboards and thatches.  

 

All the peoples of the Grassfields are organised in fondoms of different sizes. Most of them are independent (Warnier, 1975: 42). 

Almost everywhere, chiefdomship is hereditary and the fonis a sacred figure. The distribution of power between fons, regulatory 

societies, lineage and ward heads varied from chiefdom to chiefdom as well as the degree of concentration of power, the less 

centralised being probably the Meta is among stateless societies (Warnier, 1975: 32-3). The political structure of most, if not all, 

                                                           
1 ‘Bamenda Grassfields’ after World War 1, Cameroon a former German colony was divided into two: one part (the greater part) 

was put under French administration under the League of Nations Mandate, while the Western remaining part was mandated to the 

British who administered it as part of Nigeria. The part of the Grassfields that was under English rule was called ‘Bamenda 

Grassfield.’ 
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Bamenda Grassfields fondoms are, basically similar. The fon has very great executive authority next to the village regulatory society 

known as kwifon. Chiefs, notables and quarter heads also form part of the political structure. Most Bamenda Grassfields fondoms 

are patrilineal (apart from the Kom and the Aghem societies are matrilineal) and highly ranked societies. The political system is 

based on hereditary traditional authority and access to power is highly determined by direct descent. On the political strata of these 

chiefdoms therefore, the kwifon comes first followed by the fon, notables and quarter-heads. And only the fon and a few notables 

have the privilege to used specially decorated woven bags.  

 

Methodology  

 

This piece of work is an attempt to demonstrate the dynamics of the traditional bags and the need for its revival. To collect data for 

this paper, the qualitative and quantitative methods were used. Underlying these moethods, the following research technoiques were 

emplyed: direct observation, indepth-interview and questionnaire. The writers of this paper visited many fondoms of the Bamenda 

Grassfields where he saw the fabrication of different traditional bags. He also took part in the production of bags by collecting 

fibre.He also visited many cultural ceremonies where these bagsare being used. He interviewed the notables on several occasions 

to know when they use these bags, and who uses what type of bag. With the women, he was out to find out the type of bag used in 

storing their cups and other items. He also interviewed young people and traditional medical doctors to understand in what ways 

they use the traditional bags. Questionnaires were equally used and among some of the information that were provided by the 

questionnaire was the livelihood of the people especially the king makers and other notables, bags production, acquisition of bags, 

marketing of the object, and societal perception of the bagsin the Bamenda Grassfields societies. 

 

Data management analysis 

 

Data analysis of the study began soon after our field work. Information recorded during observation and interview sessions were 

transcribed and arranged according to the different categories of people interviewed.  

 

Findings  

 

Findings disclose that bags are an aspect of art which cuts across all the facets of the culture. Their production is reserved absolutely 

for the men folks; Venice and Alastair Lamb (1981: 139) note that in Cameroon as elsewhere in Africa, raffia weaving is a male 

craft. All stages from the preparation of the raffia fibre through the weaving to the sewing up of the finished articles, bags and 

costumes, is carried out by men, most of whom belong to families which have been engaged in this occupation for many generations. 

But today, the women are engaged in the collection of raffia fibre which is used by the men for production. The functions of these 

bags rang from political, religious, social, healing to economic are produced from materials got from the immediate environment  

 

Political functions of Bags 

 

In the majority of Grassfields chiefdoms, some bags are used only by the ruling class (the fon, chiefs and notables).This is to 

distinguish them and their functions from the commoners. They use bags during special ceremonies such as death celebrations, 

funerals and twins’ celebrations. The fon for example uses special bags with specific motifs like the bag below which bears the 

lizard symbol. This bag is used to store traditional elements that he needs for the service of the chiefdom. 

 
Plate 1:  A bag adorned with the lizard motif. Photo Tikere (16/10/2017) 

 

On an officer outing to a death celebration or a funeral ceremony, the fon’s bag which contains camwood and other items are carried 

by one of his chinda’s. The camwood in this bag is used to anoint the deceased in the case of a funeral. This product from the 

camwood tree which has the colour of blood permits the deceased to be ushered in the realm of the living death. It is also a means 

of wishing him farewell and upon the anointing of the camwood, incantations are being done in words like  

Nju (calls the name of the deceased) as you travel to meet our fathers and fore fathers (ancestors) who have gone 

ahead of you, may you go well, have peace where you are going, explain to them how we are faring. We bite you 

farewell but that as you go you continue to watch over us (Tah Nambeh, 12/01/2010) 
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This is done because the people of the Bamenda Grassfields like majority of Africans believe that there is life after death and those 

who have gone beyond watch, guide and guard the living.  

 

This is conducted by the fon himself if the deceased is a notable or king maker but in other cases, this is performed by the fon’s 

representative who could be a prince or the chief priest. At the level of the clan, the clan head conducts the rites. 

 

In most Bamenda Grassfileds cultures, the palace has a bag which contains some potent potion used to spot out evil doers. If 

someone steals for instance and does not want to own up as the culprit, the fon will use this bag which he will ask all the villagers 

to take turns to touch and the individual whose hand gets stock on it is the criminal. The same bag is used to banish evil doers from 

the society. Evil doers are people who perform acts that are detrimental both to individuals and the society. Some evil doers are 

witches, wizards or murderers. When the culprit is escorted at the limits of the village, some of the potion which is in the bag is 

brought out and blown behind him/her thereby signifying that as he/she is leaving the village, he/she should never return else he/she 

will die without entering the land. This bag therefore acts as a form of social control, discouraging stealing and other ills in the 

society.  

 

There are other bags that are reserved only for the royal family and some of these bags have symbolic motifs such as the leopard 

skin, the traditional wear of the Grassfields commonly called ndop and cowry shells. A bag made of leopard skin is used only by 

the fon because he is regarded as a leopard.  

 
Plate 2: A bag decorated with the leopard skin. Photo Tikere (10/09/2015) 

 

Cowry shells decorated bags are carried by princess during very important cultural ceremonies like the enthronement of a fon, chief 

and the annual dance. This bag together with the traditional attire is used to identify children from the royal family.   

 
Plate 3: A princess of the Bafut chiefdom carrying a bag made with the ndop fabric decorated with cowry shells. Photo 

Tikere (17/12/2012) 

 

As we can see in the picture above, the lady is a princess in the Bafut chiefdom, this is recognisable in her traditional dressing of 

the ndop fabric, necklaces and she carries a horse tail and a titled bag. Her dresses and the objects she carries are symbolic marks 

of honour, honour which she acquires by birth.  

 

Bags are used as a title objects. In most Bamenda Grassfields chiefdoms, people are usually identified because of the contributions 

they make in the development of the society. One such identification marks is the award of titles to distinguish those who have 

contributed to the growth of the society and a form of encouragement of hard work. During the annual dance (abinemfororleleh,)of 
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the Bafut chiefdom for example, there is usually the award of traditional titles to distinguish personalities, people who have carried 

out very important contributions in the chiefdom. These titles among which are traditional bags, cups, the red feather and the pine 

of the porcupine are handed by the fon of Bafut himself to the beneficiaries. The bags are produced with are of different materials 

bearing diverse colours. As can be seen in the plates below, there are two of such bags, the first made of red fabric and the next of 

fibre.  

 
Plate 4: Title bags. Photo Tikere (17/12/2012) 

 

The red bag is given to both male and female. This bag is embroidered, embellished with some golden bells attached on it. It is 

worn on the neck of the initiate by the fon. This is the first class title which Bafut people called barmegum.   

 
Plates 5 and 6: The fon awarding a title bag to some Bafut elites. Photo Tikere (17/12/2012) 

 

This same title is given to women but the difference is in the size of the bag awarded to women. The bag given to women is smaller 

than that handed to men. Women are awarded only the bag but some men are also given the royal sword known as anguieh. There 

are very few women who are honoured with such a title.  

 
Plate 7: A title bag awarded to a woman. Photo Tikere (17/12/2012) 

The red bag is handed to people who have either carried out projects such as a building project, water project and so on. As the fon 

hands these titles to the recipients, he uses these words  
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The people of Bafut (including the ancestors) have seen what you have done and want to encourage you to 

continue to do more. Building a place does not necessarily mean that you come from there. Developers will 

strive to have an impact wherever they fine themselves. We say thank you, the gods appreciate you and may 

you have a long life (fon Abumbi II of Bafut). 25/03/2015). 

 

The next type of bag is made of fibre is awarded to women alongside the title cup, a small round calabash (mo’oh) with a small 

hole bored on it. This calabash might be used by these title women in the place of the mo’oh tong. The calabash is handed to the 

initiate who holds it in the left hand and the woven bag is put on the right hand. This title is given to teachers, medical doctors to 

name these few. The contribution of the above mentioned persons is immense in the culture of Bafut. This is the third class title 

which is the equivalent of the red feather for the men.  

 
Plates 8 and 9: The award of fibre bags to a distinguished Bafut woman. Photo Tikere (17/12/2012) 

 

The bag here plays a dual role; it serves as a sign of tribute and a container in which the title cup is put. These title symbols (the 

bag and the cup) are carried to cultural ceremonies and who aver meets someone with this title, gives her the respect which she 

deserves.  

 

In the Bambui cultural sphere, notables like the one which is in the plate below (Ta Mekezang) keeps his title bags at home. Such 

bags are hung on the wall with their contains prepared to solve specific problems or each bag has a specific occasion in which the 

notable has to use. These bags even when its owner is absence, no one can look into or touch it for fear that the potent potion in it 

can harm or affect him or her.  

 
Plate 10: The bags of a notable hanging on the wall. Photo Tikere (10/09/2015) 

 

When a ‘big’ notable or a ‘big’ title holder dies, his ‘bag’ is handed down to his successor. This bag which is transferred from one 

successor to another, from one generation to the next, serves as the heart bit of the entire family. Such a bag is handled and handed 

either by the fon or by a king maker because it does not warrant everyone in the society to touch or see into it. This bag is handed 

only to a male successor. This means that in the cultural sphere of the Bamenda Grassfields, if a man dies without having a male 

child, his successor can come among his girl children but this female successor will not use the bag, stool, title cup or any other 

status symbol that she inherits. These objects are handed to her male child who will succeed her father. The female successor is 

therefore a sort care taker because the position cannot be vacant. It is important to note that only the bags of hereditary notables are 

transmitted from one generation to another. The powers that the bags of other notables possess die at the death of their owners.   

 

Bags are used as an element of social stratification. Themajority of Bamenda Grassfields chiefdoms are highly stratified, people 

occupy different social positions and such positions are empowered with some social stratification symbols and the traditional bag 
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is one of such. The fon occupies the highest social rank followed by the chiefs, the king makers, notables, and traditional medical 

doctors. The commoners are at the tail of the social strata.  

 

The fon embodied the society, and to Nkwi and Warnier (1982: 62), he is hyper-social and hyper-cultural. Whereas the 

encroachment of nature on the cultural universe of the chiefdom is seen as polluting, the influence of the hyper-cultural fon is seen 

as a blessing and as constantly regenerating the society. The fon is hyper-social and hyper-cultural because he embodies what human 

society is all about; the alliance between in-laws (the fon had many wives and married off his many daughters), the alliance between 

clans, lineages and quarters in the societies of the chiefdom, the social rules and norms, and the contact with the ancestors who 

warranted the social order and the prosperity of the society. This is why the fon, in olden days, was never involved in repression. 

Repression and social control must deal with polluting actions, and the fon belonged to the opposite pole of human society, the 

cultural pole, which is free from pollution and danger. He was therefore, kept away from any polluting contact and was never 

involved in social control and repression except as a moderator. The fon who is at the top, uses bags with the ndop fabric and the 

lizard motifs among others. Him and the position he occupies are regarded as the biggest in the entire society. The fon is not bigger 

than all the other persons in his society but the powers vested on him by the ancestors and his people determine his grandeur.  

 

The chiefs, king makers, notables and traditional healers all can use bags embellished with cowry shells. The above mentioned 

personalities apart from the traditional healers are part of the ruling class and have the distinguish authority and functions which 

permit them to possess and use objects with an emblematic symbol like the cowries. The tiloh or sub chief comes immediately after 

the fon on the political strata of Bamenda Grassfields. The tiloh is usually referred to as the hereditary rulers, council of elders or 

clan heads. Most of them are migrants who came to Kedjom with their own kwifon societies but surrendered them since two kwifons 

cannot govern the same chiefdom. Being very instrumental in their various chiefdoms, they work hand in hand with the fon in the 

management of the village. They are the fon’s advisers; they appoint and crown a successor when a fon is ‘missing’ and they are 

equally the core of the kwifon society. 

 

Becheh or king makers are equally very important notables in the Bamenda Grassfields. These are old princes who are members of 

kwifon. It is important to note that when a fon is ya’ah or crowned, princes in his generation cannot be members of the kwifon else 

all of them will be equal (to the fon). This therefore, means that becheh are princes, three to four generations to that of the fon. They 

can become members of the kwifon because of their seniority in the palace. Being components of the ruling class, they together 

with betiloh administer the affairs of the chiefdom, advising the fon on very important issues and also taking part in the ‘catching’ 

or appointing and crowning of a new fon.  

 
Plate 11: A title bag. Photo Tikere (07/04/2015) 

 

A bag like the one above, reserved for big notables. This bag as can be seen has the pine of the porcupine on it. The object is the 

highest title among the Bamenda Grassfields, thus anyone who has it either on his cap or bag is either a fon, chief, and king maker. 

Just as this animal uses the pine to protect itself against predators, these personalities use this title symbol to demonstrate their role 

one of which is to protect as well as work for the interest of the society?  

 
Plate 12: The pine of the porcupine. Photo Tikere (07/04/2015) 

 

Traditional medical doctors on their part have the immense role of providing medical care in the entire society: by healing the sick, 

sending away evil spirits from people and safeguarding the entire society. Below is the picture of a traditional healer who uses his 

bags adorned with cowry shells in restoring the health of his patients.  
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Plate 13: Animal skin bags used to store powdered medicine. Photo Tikere (16/10/2017) 

 

Commoners, who occupy the last position on the social ladder, use ‘common’ bags, bags which do not have any significant designs 

wand as a result do not have any cultural consequence in the society. The bags possessed and used by this category have only one 

function, to store and carry their common cups to cultural celebrations: traditional marriages, death celebrations, funerals and 

succession ceremonies. If a commoner works hard and impacts the development of his society as discussed above, he or she can 

climb horizontally to a more honourable position where he or she can have the prerogative to use title objects like the bag. 

 
Plate 14: A bag reserved for a commoner. Photo Tikere (13/12/2018) 

 

Religious functions of bags 

 

Religion plays a very important part in the lives of the Grassfielders in general and the Bamenda Grassfields in particular. The 

majority of Grassfields people believe that spiritual forces reside in objects such as bags, stones, trees and others. During very 

important celebrations among these people, the traditional bag is used to store or carry medicine or camwood which is used in the 

ceremony. In a death celebration for example, masquerades carry bags which contain the powers of this group, this bag in the 

Bambui language is called boorand then the name of the juju or masquerade is mentioned. Boorkechufor instance is the bag of 

kechu. Kechu is the name of a masquerade or juju in the Bambui fondom. It is important to note that each dance group or masquerade 

or juju in the Bamenda Grassfieldshas its ‘bag’ in which its powers resided. The bag is also referred to as the spirit of the juju. Such 

a bag is handled and used to wade away other forces which may interrupt in its activities or make it not to perform and function 

well. Occasions in which masquerades have to perform is an opportunity for them to test the strength of their bags. The strength of 

a masquerade is measured in the strength of its bag.   

 
Plates 15 and 16: Bags used in cultural celebrations. Photo Tikere (17/12/2012) 

 

Some of such bags contain the camwood as has been mentioned above. The camwood is a very important element in the cultures 

of the Bamenda Grassfields people. It is used in many traditional rites such as rites of passage, traditional marriages, enthronement 

of the fon , burials, initiation rites, twins’ celebrations, in succession rites to name only these. The camwood is sometimes applied 
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dry and sometimes it is mixed with palm oil. During burial, it is used to rub the corpse before it is lowered into the grave. This is to 

say fare well to the deceased. In traditional marriages, mixed camwood with palm oil is anointed on the bride and the groom. It is 

believed that this will render the couple to be very humble if at all they or one of them was cruel or brutal. This is thus a panacea 

for cruel behaviour.  

 

Among the Kom people, there is a special rite of passage where young women pass to motherhood. In this rite, the woman is 

accompanied round the compound with other dancers who are all women, who are members of this group. The initiate dances bear 

body with her body anointed with camwood from her head to her toes. She is decorated with a series of beaded chains and she 

dances with a long symbolic anthropomorphic walking stick. The woman dancing in front or leading the dance carries a woven bag. 

This bag usually serves as a container in which the initiate stores her drinking cup and other items which she may need in any 

cultural event.   

 
Plate 17: Rite of passage in Kom. Photo Tikere (10/02/1980) 

 

Through this ceremony therefore, particular women move from one category to another. This superior category, permits them to 

attend certain meetings and enter certain houses in Kom. She has the right to associate with some important women in the Kom 

society.  

 

This type of bag is handed to a widow among the Bamileke after widowhood rites. She carries the bag to every ceremony that 

holds in the society.  

 

The traditional bag is also very valuable to priests and pastors of the Catholic and Presbyterian churches. These servants of God use 

the bags to carry their Bibles and other small objects which they need to serve mass. The very first missionaries and priests and 

pastors who came to Africa and Cameroon in particular discouraged the natives from using their traditional art among which where 

bags with the pretext that they do not glorify God. Today, they have started using the bags in for the service of the Lord because 

they have found out that it is part of the cultural heritage of this people. 

 

Bags and Healing  

 

In the Bamenda Grassfields like in the majority of African cultures, traditional medicine is part and parcel of the people culture. 

They go for this because they believe in it and it is as old as the culture itself. Some traditional medicines are stored in bags and 

bags used by traditional doctors are made of two principal materials: fibre and animal skin. Fibre bags are usually used to store 

harvested herbs. Harvesting of herbs is usually done very early in the morning when the leaves still have all the medicinal properties 

in them.  

 

http://www.ijirmps.org/


IJIRMPS | Volume 8, Issue 6, 2020                                                                                                                      ISSN: 2349-7300 

IJIRMPS2006007 Website : www.ijirmps.org Email : editor@ijirmps.org 67 

 

Plates 18 and 19: A traditional doctor going to harvest herbs. Photo Tikere (16/10/2017) 

 

Traditional doctors store most of their powder medicine in bags made of animal skin. Such medicines are pounded in the mortar 

meanwhile others are ground on the stone. The colours of the medicines vary from black, white, yellow to brown. Each bag will 

contain specific medicine destined to cure a particular ailment.  

 

When most patients who suffer from frontal headache and chest ache consult a traditional healer, a bag containing some potion is 

place on the affected part. The medicine is expected to send out the spirit or heal the portion of the body which is malfunctioned.  

 
Plate 20: A bag containing potion. Photo Tikere (16/10/2017) 

 

Some of such bags are often seen hanging on the wall in the healer’s healing room. Many of them are above five decades old but 

their contains are renewed every year to maintain their effectiveness. Some of these bags are handed down from father to son upon 

succession. Children succeed their parents and when they do, they continue with their parents’ activities and responsibilities.  

 
Plates 21 and 22: Pictures showing bags hung on the wall of a healer’s room. Photo Tikere (16/10/2017) 

 

Traditional medicine men sometimes produce a small bag that they give to their clients or patients to tie on the waist. Some of the 

bags have protective powers meanwhile others are powerful charms which are aimed at bringing good luck to its user. One of the 

most important conditions of such bags usually produced with animal skin is that, it is forbidden for water to touch them. If water 

touches them, they either loss their powers or have an adverse effect on the user.  

 

Social Functions of Bags 

 

Bags have a great social role, some are used as gifts, and others are used to store as well as carry other objects such as the cup. 

Many Bamenda Grassfields people usually carry the bags and the cups to different ceremonies. Greetings from Cameroon, you are 

welcome etc, are some of the inscriptions that we can find on bags which are given out as gifts. Sometimes such bags will carry the 

colours of the flag (green, red and yellow) as portrayed in the plate below.  
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Plate 23: A bag meant to be offered as a gift. Photo Tikere (10/09/2015) 

 

Gifts play a very important role in the lives of Bamenda Grassfields people in particular in Africans in general. These objects often 

portray the relationship that exists between individuals and nationals. When visited, the host usually offers a symbolic gifts which 

as acts as a souvenir to his or her visitor. This is a bond that ties the two persons or societies together.  

 

During the annual dance in most Bamenda Grassfields chiefdoms, women and men alike dance the colourful fon’s dance with the 

traditional bags hanging on their hands for the women and on the shoulder for the men. The bag here adds more beauty and honour 

to the owner’s personality. They can identify themselves with their traditional and culture. 

 
Plate 24: Women dancing in the fon’s dance. Photo Tikere (17/12/2012) 

 

At some point of the celebration, the participants sit and are entertained with food and palm wine provided by the palace. The palace 

does not provide the cups with which this drink has to be served because it is the culture of the people that a real ‘man’ of the 

Bamenda Grassfields culture always goes to a ceremony with his bags in which is usually found the cup, cola nut and other cultural 

elements.  

 
Plate 25: A woman at a cultural ceremony. Photo Tikere (17/12/2012) 

 

Some people especially the men will often carry their traditional medicine which is either meant to guide or protect them in case of 

danger in their bags. And when they carry their bags and meet a woman in a stream doing some laundry, a kind man will ask her to 

come out before he crosses the bridge, this in order that the medicine in his bag should not affect the woman. Due to the fact that it 
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is already the way of life of these people, when a woman who is doing laundry sees a man either young or old coming, she first of 

all observes very well, if he is carrying a bag, she will hastily leave the stream for him to cross first before she returns to the stream 

and continue with her work.  

 

If a man, especially an elderly man meets a number of people conversing, if he is carrying a bag, they will move in one direction to 

allow the old man to pass. It is believed that if the old man passes in their midst, they are going to be affected by the contain of his 

bag.  

 

Economical functions of bags 

 

The functions of traditional bags may be obtained through use. For those involve in their production, they are in the first place 

commodities; products which can be traded, bought or sold mainly to acquire income. But before pre-colonial times, these bags 

were not manufactured for economic purpose – they were mainly to serve the chiefdom in varied domains, with most of them having 

political and magico-religious functions. This explains why many of the palaces in the Grassfields of Cameroon had to hold their 

producers in high esteem because they produce objects in the tribal style, articles which conformed to the tribal tradition of designs, 

motifs and symbols. Furthermore, in the pre-colonial era, the fons, nobles and secret societies served as the major market for these 

objects for they were made mainly for them. With colonisation, traditional bags were highly priced by tourists and art collectors 

and this made these cultural artifacts to become highly in demand that many weavers and chiefdoms started using them as 

commodities.  

 

The economic importance of trade in traditional bags is therefore a very recent development per say, and this could largely be due 

to the fact that Grassfields woven objects including those of Bamenda Grassfields are famous for their aesthetic qualities. Bags 

were easily adaptable for men of different socio-political ranks and prestige. Bamenda Grassfields bags were and are still highly 

commanded and sought after throughout the region, both for their superb craftsmanship as well as their special metaphysical power 

they were believed to possess.  

 

More so, elaborately woven bags made for both daily and ceremonial use, were and are objects of frequent exchange among the 

various chiefdoms of the Grassfields. The commercialisation of these items is done by both the male and female folk although its 

production is restricted only to the male. The female do not take part in its manufacture because of the taboo that surrounds the 

production.  

 

The marketing of bags is done at the local as well as external level. The weekly markets are not the only outlet for local weavers, 

who are usually capable to commercialise their objects directly from their compounds, to art shops, handicraft centres, museum 

owners and to tourists. Although most weavers are not full time workers, majority of them, notwithstanding their ages, are able to 

contribute substantially to the household income - medical expenses of family and relations (children, wives, grandparents, 

grandchildren, aunts, uncles among others), schools fees and pay for the apprenticeship of their children and other relations who 

are not engaged in weaving.  

 

The costs of traditional bags vary from one producer to another. The cost of a bag is determined by the material used in its production 

and its quality. A bag made of animal skin can costs forty thousand (40.000) francs meanwhile a fibre bag costs thirty thousand 

(30.000) francs. The costs of a bag intended for a gift depends mainly on the inscriptions that appear on it. To many weavers 

therefore, a good bag demands much time and good quality material. Some of the weavers note that the prices of traditional bag 

have dropped. Despite this drop in the prices, there are still a handful of master weavers maintain the tribal style and tradition in the 

production of good and quality objects.  Such artists put the blames on young untalented artisans who have flooded the market with 

‘just any kind’ of products, articles of low quality, because they are struggling for survival.  

 

Museum owners are equally potential consumers of bags. They come from all over the country, buy things that have already been 

produced and place commands on others. Tourists, missionaries and important personalities in the North West Region also purchase 

bags. Art collectors, art lovers and tourists pay less on an object than the authors wanted. This has pushed most weavers to hack 

their products in the streets of major towns in Cameroon.  

 

Symbols represented on traditional bags and their Significance  

 

The motifs represented on the Bamenda Grassfields traditional bags are anthropomorphic, zoomorphic as well as geometric. Some 

of the symbols usually found on bags are the leopard, cowry shells, the lizard, the ndop. Geometric figure designed on bags are the 

circle, the triangle to mention these few.  

Motif                language  Bafut Kedjom Oku Kom Bambui 

 

Animal  

Leopard Nkanse Manh Bah Nyam abo Kalong 

Lizard Nkongse  Kebas Nkesakenyam Abas Afuh 

Inanimate Cowry Agheh Kueh Wekelel Igwo Agheh 

Geometric 

figures  

Cycle Nkangse 

ikarese 

Nkale  Eykal  Nkal  Nkankka’a 
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Such motifs have cultural meanings that can be read or interpreted only by those who are rooted in the culture of this region. Each 

emblematic symbol is associated with a specific personality.  

 

The Leopard  

 

The leopard (Pantherapardus), is a member of the Felidae family and the smallest of the four "big cats" in the genus Panthera, the 

other three being the tiger, lion and jaguar. Leopards live mainly in grasslands, woodlands and riverside forests. While they are 

usually associated with the savanna and rainforest, leopards are exceptionally adaptable. The leopard is solitary and, aside from 

mating, interactions between individuals appear to be infrequent. 

 

Leopards are generally considered to be nocturnal, agile and stealthy predators. Although smaller than the other members of the 

Panthera genus, the leopard is still able to take large prey given its massive skull that well utilizes powerful jaw muscles. Antelopes 

and deers provide a majority of the leopard's prey. 

 

The leopard is known for its ability in climbing, and it has been observed resting on tree branches during the day, dragging its kills 

up trees and hanging them there. They are capable of carrying animals up to three times their own weight this way. The leopard is 

the only big cat known to carry its prey up into a tree. It is a powerful swimmer, although not as strong as some other big cats, such 

as the tiger. Leopards are versatile, opportunistic hunters. In the open savannah, they are most successful when hunting between 

sunset and sunrise, though they may hunt during the day.  

 

Leopards have been known to humans since pre-history and have featured in the art, mythology and folklore of many countries 

where they have historically occurred, such as ancient Greece, Persia and Rome, as well as somewhere they have not existed for 

several millennia, such as England. The modern use of the leopard as an emblem for sport or a coat of arms is much more restricted 

to Africa, and through numerous products (http://en.wikipedia.og/wiki/Leopard). 

 

According to Notué and Triaca (2000: 68) the leopard is a large elegant and powerful feline, with elongated forms. Thanks to its 

cunning attitude, power and ferocity, it is one of the most feared animals and, as such, one of the most respected in the African 

jungle. Knopfli (1999: 34) defines the leopard as a large feline, powerful, fast-running and flesh-eating animal, active particularly 

at night and very unpredictable. Its preys are mainly big field animals such as antelopes, cows and goats. 

  

Mankon beliefs give this creature many powers. It is the perfect symbol of royalty and is associated with political and judicial 

authority as well as symbolising strength, the power of the fon, prestige and the greatness of royalty. Besides, the fon is indeed 

called "leopard" and his children "those" of this animal (Notué and Triaca, 2000: 68). 

 

Bamenda Grassfields people give a lot of respect and honour to the manh– the leopard and this could be seen in the fact that a hunter 

who kills this animal is awarded a traditional title – a red feather as a mark of bravery and courage. In those days, such a hunter was 

to be given a raffia bush and one of the fon's daughters as a wife, for he had the power and wit to overcome such an animal which 

itself had power over some animals in the forest. Strength and wit therefore were two criteria that the fon used to select husbands 

for his daughters. A powerful man will always protect and fend for his family. In addition, getting married to a princess in the 

Bamenda Grassfields was an honour and this encouraged many young men to work hard to have the privilege to marry the daughter 

of the palace. 

 

To demonstrate its importance in the Bamenda Grassfields, it is represented as a motif on bags. Such an emblematic object is 

reserved for the highest ranking personality of the chiefdom – the fon. 

 

Just as the fon uses the skin of the tiger, he uses that of the leopard to rest his feet on its coat, to absorb the leopard's power. It is 

believed that when this is done, the fon can transform into a leopard when need arises. When there is a problem in the palace to 

escape, he changes into a leopard. He can equally do so when he wants to go to somewhere either in or out of the chiefdom without 

anyone's knowledge. The leopard therefore is a symbol of honour, protection and courage.  

 

The Cowry   

 

Cowryis the common name for a group of small to large marine gastropods in the family Cypraeidae. The word cowry is also often 

used to refer to the shells of these snails. Many people find the very rounded, shiny, porcelain-like shells of cowries pleasing to 

look at and to handle. Shells of certain species have historically being used, in the past and present, very extensively in jewellery, 

and for other decorative and ceremonial purposes. 

 
Plate 26: /Kueh/ Cowries. Photo: Tikere (10/01/11) 

 

http://www.ijirmps.org/
http://en.wikipedia.org/wiki/Felidae
http://en.wikipedia.org/wiki/Biological_family
http://en.wikipedia.org/wiki/Big_cats
http://en.wikipedia.org/wiki/Genus
http://en.wikipedia.org/wiki/Panthera
http://en.wikipedia.org/wiki/Tiger
http://en.wikipedia.org/wiki/Lion
http://en.wikipedia.org/wiki/Jaguar
http://en.wikipedia.org/wiki/Nocturnal
http://en.wikipedia.org/wiki/Antelope
http://en.wikipedia.org/wiki/Ancient_Greece
http://en.wikipedia.org/wiki/Persia
http://en.wikipedia.org/wiki/England
http://en.wikipedia.org/wiki/Heraldry
http://en.wikipedia.og/wiki/Leopard
http://en.wikipedia.org/wiki/Common_name
http://en.wikipedia.org/wiki/Ocean
http://en.wikipedia.org/wiki/Gastropod
http://en.wikipedia.org/wiki/Cypraeidae
http://en.wikipedia.org/wiki/Gastropod_shell
http://en.wikipedia.org/wiki/Porcelain
http://en.wikipedia.org/wiki/Animal_shell
http://en.wikipedia.org/wiki/Jewellery


IJIRMPS | Volume 8, Issue 6, 2020                                                                                                                      ISSN: 2349-7300 

IJIRMPS2006007 Website : www.ijirmps.org Email : editor@ijirmps.org 71 

 

The shells of cowries are almost always smooth and shiny and more or less egg-shaped, with a long, narrow, slit-like opening 

(aperture). The shells of cowries were used for centuries as a currency in Africa. Huge amounts of cowries were introduced into 

Africa by western nations during the period of slave trade. The Ghanaian unit of currency known as the Ghanaian cedi was named 

after cowry shells. Starting over three thousand years ago, cowry shells, or copies of the shells, were used as Chinese currency. 

They were also used as means of exchange in India. (http://en.wikipedia.og/wiki/cowry) 

 

On the Bamenda Plateau, as Nkwi and Warnier (1982:92) note that cowries were known as aghié, whereas elsewhere, they were 

called mbefu, which means "white money" or "white grains". According to Nkwi and Warnier (1982:92) and Knopfli (1999: 65) 

cowry shells are valuable because in pre-colonial times they were used as money in many parts of Cameroon. Knopfli (1999: 65) 

continues by saying that anything could be bought with cowries, even women, for they were one of the goods to be bought with 

money. 

 

Cowry shells were replaced by copper rods and the former's function changed in most Grassfields chiefdoms. Cowries were used 

as an ornament and a status symbol by the fons and chiefs. Chiefly wives wore and still wear strings of them as necklaces, armlets 

or anklets. Fon's wives are marked out by wearing cowry shells as they are traditionally respected in these chiefdoms for being of 

greater social position than other women.  

 

The cowry is also used as decorative and identification marks on art objects like bags, bowls, walking sticks, embroidered costumes, 

stools, houseposts, doorframes as well as title drinking vessels. These objects are set aside for the fon, members of the royal family 

and notables. The sign symbolises dignity and thus it is an insignia of dignitaries. 

 
Plate 27:  The bag of a traditional healer. Photo: Tikere (16/10/2017) 

 

Cowry shells are equally used by diviners for divination. A diviner will use them together with other objects, and throws them on 

the ground. By shaking and throwing them on the ground, he looks at the symbol which comes on top. From this symbol, he could 

discern what hopes and fears are in the minds of the patient or person he is carrying out his divination. He becomes a sort of 

psychoanalyst at an encounter group of the whole chiefdom. These cowries can be used for individual consultation but their main 

function is to inform the diviner what is in the mind of an individual by encouraging that individual to reveal himself or herself to 

the diviner. This object gives the diviner channels of communication with the society’s gods and they help him to preserve the 

features of a particular individual soul.  

 
Plates 28 and 29:  A diviner communicating with the gods. Photo: Tikere (16/10/2017) 

 

The Lizard  

Lizards are small to average sized reptiles belonging to the family Gekkonidae, found in warm climates throughout the world. All 

lizards have no eyelids and instead have a transparent membrane which they lick to clean. Many species will, in defence, expel a 
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foul-smelling material and faeces onto their aggressors. There are also many species that will drop their tails in defence, a process 

called autotomy.  

 

Many species are well known for their specialized toe pads that enable them to climb smooth and vertical surfaces, and even cross 

indoor ceilings with ease. The toes of the creature have a special adaptation that allows them to adhere to most surfaces without the 

use of liquids or surface tension. They feed on insects, including mosquitoes http://en.wikipedia.og/wiki/Lizard. 

 

Different kinds of lizards are common in Bamenda Grassfields, ranging from the small insectivorous and peaceful gecko or house 

lizard, to the giant lizard living in the bush. The people describe various characteristics of lizards. All types of lizards have long 

bodies and long tails, and their skin is covered with scales almost like fish. A lizard can lost its tail without being cut and grow a 

new one. The lizard is the fastest climber not only on trees but even on smooth surfaces, as if it had sticky fingers and toes.  

 

The rainbow lizard is used by witch doctors to send and direct lightning. For instance, in cases of theft, adultery, land stealing and 

the like, the offended person consults angambeman – a diviner asking him to kill the wrongdoer by causing lightning to strike his 

compound. The ngambeman will catch this lizard, put medicine into its mouth and gunpowder on its back. He then asks the plaintiff 

to strike a match and burn the gunpowder on the lizard. The gunpowder puffs and the lizard runs away to the wrongdoer's compound 

and hides there. Before long lightning will strike that compound and burn it down, possibly at the same time striking and killing the 

man (Knopfli, 1999: 57). 

 

The lizard as a symbol is represented on stools, bags, thrones, houseposts, doorframes and walking sticks. Bamenda Grassfields 

people believe that this lizard is the rainbow lizard. This animal which has a reddish-dark skin is very poisonous and dreadful. It is 

known in Kedjom as kebas. If it bites someone, it is believed it cannot be cured, thus the people always watch out for it and would 

not let it escape if seen. Items that carry the lizard symbol are used by the fons, chiefs and king makers. Due to their poisonous 

nature, it is believed that the notables who constitute part of the ruling body having acquired the poisonous characteristics of the 

lizard, will use it to guard against enemies from within and out of Bamenda Grassfields. The lizard in this case stands for protection. 

 

Although the lizard is poisonous, if killed, the head is cut and combined with other products to produce traditional medicine –

fefehkeloh in Kedjom commonly called "black medicine" in Pidgin English. Black medicine can be used to cure stomach-ache or 

disorder, and snake bites. This medicine is produced by a category of people in Kedjom known as ngang. They are sub chiefs and 

king makers. Because of its ability to serve as medicine that heals sick people makes it an omen- and a symbol of abundant life. 

 

The Ndop Fabric 

 

This is one of the most important insignias of royalty in the Bamenda Grassfields of Cameroon. If seen in use anywhere in the entire 

chiefdom, it represents the power and might of the fon. This fabric is used to produce a variety of art objects ranging from clothes 

to bags. Objects which are made with this fabric are used in ceremonies like the fon’s dance, enthronement of a fon, and succession 

of a big notable. During such occasion, the area where the fon sits is decorated with the ndop fabric to demonstrate his majesty. 

This material is usually blue and white in colour having some geometric motifs like the circle and triangles. 

 
Plate 30:  A traditional bag made with the ndop fabric. Photo: Tikere (10/01/11) 
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The Circle 

 

The circle is the most emblematic of all geometric designs used on Bamenda Grassfields arts in general and on bags in particular. 

This motif is represented on varied art forms. In sculpture, it is found on stools and bangles and on embroidered costumes.2 Such 

an object on which a circle is adorned is used exclusively by the fon. A bag with circle emblem usually carries a single circle as 

could be seen in the plate above. The circle makes the item very beautiful just by looking at it. But the circle go beyond mere 

decoration. It is regarded as the symbol of the moon. Their prominence in the sky and their regular cycle of phases have since 

ancient times made the moon an important cultural influence on language, calendars, art and mythology 

(http://.wikipedia.org/wiki/Moon). 

 

The fon is the symbol of the moon and like one, he is expected to protect everyone even criminals who find their way to the palace. 

As an embodiment of peace, the fon or ntoh is there to ensure peace in the entire chiefdom. The fon is the father of all and unifies 

the village around himself. He is therefore not supposed to be engaged in repression and as already discussed, repression and social 

control must deal with polluting actions, and the fon must belong to the opposite pole of human society, the cultural pole, which is 

free from pollution and danger. He could only take part in social control and repression as a moderator. 

 

Some people believe that this motif stands for the moon because of its circular nature.3 The moon is Earth’s only natural satellite 

and the fifth largest satellite in the solar system. It is the brightest object in the sky after the sun. The motif portrayed here is that of 

a full moon, the moon which comes out at night. The night is regarded as a dangerous period of the day when many funny things 

happen. The moon therefore provides light to all irrespective of the sex, age or social status. Everyone even the dangerous of all 

thieves also benefits from this gift of nature. The fon who uses art object with such a symbol (the symbol) is regarded as a model, 

he is expected to set an example for others to follow and this explains why he is looked upon to provide the symbolic light that 

shines indiscriminately to every village folk. The fon must not look and treat certain villagers as superior to others, he has a duty to 

protect, love, welcome everyone in the same manner like the moon. The moon therefore stands for peace, clarity, purity and unity.  

 

There is yet another interpretation of the circle. It is considered to signify the sun. The sun is the star at the centre of the solar 

system. It is the star that the earth spins around. It is almost perfectly spherical and provides heat and sunlight, it is the Earth’s 

primary source of energy. Solar energy can be harnessed by a variety of natural and synthetic process – photosynthesis by plants 

captures the energy of sunlight and converts it to chemical form oxygen, and reduced conversion by solar cells are used by solar 

power equipment to generate electricity or to do other useful work, sometimes employing concentrating solar power. In many pre-

historic and ancient cultures, the sun was thought to be a solar deity or other supernatural phenomenon. Worship of the sun was 

central to civilisations such as the Inca of South America and the Aztecs of what is now Mexico. Many ancient monuments were 

constructed with solar phenomena in mind (http://en.wikipedia.org/wiki/sun). 

 

The fon in most Bamenda Grassfields chiefdoms is referred to as the sun and this may be because like the sun which is at the centre 

of the solar system that the Earth revolves around, he is at the centre of a very singular cultural manifestation in the chiefdom. Like 

the sun, the fon unites his people around him, people to whom he has to from time to time provide palm oil and salt. This 

demonstrates a strong sense of social organisation of these chiefdoms that have brought up grandiose arts among which is the 

traditional bag. As a functional sign, the sun in these societies is regarded as a liturgical motif represented on such objects as bags, 

stools and embroidered costumes which are used by the fon for specific rites or during any other celebration which signifies the 

way of life of the people. The fon here is the symbol of unity.  

 

The fon is considered as a special light of the sun that shines in the lives of the people, light which shines for all irrespective of age 

and size. This symbolism of the sun associating it with the fon may be due to the fact that it provides light which does not only 

serve humans, but is also very invaluable for plants that use it to manufacture food through a process known as photosynthesis. The 

value of plants in the life of a people cannot be over emphasised. It serves as food, as medicine, as home of spirits, as one of the 

main raw materials of the bag. 

 

The Dynamics of Traditional Bags  

 

Considering the fact that there is no aspect of culture which is static, the traditional bags of the Bamenda Grassfields have witnessed 

some changes in recent years especially in the domain of production and use. As mentioned above, traditional Bamenda Grassfields 

bags were manufactured out of three major raw materials: animal skin, fibre and the ndop fabric. Today, bags especially those 

reserved for commoners are produced from nylon. Such bags are believed to be resistant because of the material which has been 

used in its production. To the local people therefore nylon bags can last for many years and they can be easily washed when dirty. 

Below is an example of a nylon bag made in Mankon Bamenda.  

                                                           
2 The embroidered robe the fon uses bears only a single moon on the back part of the dress. This moon is believed to provide a 

symbolic light to the people who are all under the fon’s leadership. 
3 The moon is the object, similar to a planet, which moves in the sky around the Earth once every 28 days and which can often be 

seen clearly at night when it shines with the light coming from the sun. 
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Plate 31:  A machine woven bag. Photo: Tikere (10/01/2019) 

 

Nylon bags are woven using machines and not the hand as it is commonly done with the traditional bags. These bags like most 

modern art objects do not really fulfil the functions the traditional bags would because they are too colourful and do not reflect the 

tradition of it producers. The producer of this bag does not take into consideration the tribal style, the object does not conformed to 

the tribal tradition of designs, motifs and symbols. 

 

Today, bags are carried just on any side of the body on like before when bags were carried only on the left side. In the days of old, 

bags be they those hung on the hand or on the shoulder, this was supposed to be on the left side of the body. The left side of the 

body is looked upon as the weaker side of the body equated to the ‘woman side of the body’ so the power of the bag therefore 

reinforces this part of the body.  

 
Plate 32:  A young man carrying a traditional bag. Photo: Tikere (10/01/2019) 

 

The plate above portrays a young man who hangs his bag on the right side of the body. This only helps to remind us that as time 

changes, the daily life of the people too change and as Knopfli (1999: 8) states that nowadays young people are brought up in an 

environment made of plastic and concrete. They drink from glasses, eat from enamel plates; store their belongings in suitcases or 

cartons. They do not manufacture what they use on a daily bases. 

 

Most weavers in the field remarked that the palace or the fon and his notables were the major consumers of traditional bags. At first 

this category provided a major market for crafts since most of the products were for them. But today, because the palaces generally 

do not buy crafts well, some craftsmen do not see the need to produce such crafts used by traditional leaders. They say that even 

when the palace gives a command for a bag to be produced, the palace does not pay an amount that is encouraging, an amount that 

a museum owner or a tourist could have paid. Meaning that what the palace offers is only compensation which is a sign of 

encouragement. At times they can give to the palace free of charge because they will first of all have a name at the village level and 

the product can also help to sell or expose them in and out of society.     

 

Conclusion   

 

The traditional bag of the Bamenda Grassfieldsis a very important part of the people’s cultural heritage. These bags are produced 

by the male folk who use a variety of natural resources got from the immediate environment. This art object played a fundamental 

role in the lives of the individuals in particular and the culture in general. This explains why many of the palaces had to hold their 

producers in very high esteem because they produce objects in the tribal style, articles which conformed to the tribal tradition of 

designs, motifs and symbols. But the traditional bag of the Bamenda Grassfields has witnessed some changes ever since this part 

of the country came into contact with the external world. 
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Abstract: Advancement in the technologies has led to increment in the massive amount of data that massive amount of 

generated data has to be secured in such way that third party should not be able to take control over them The online 

platforms such as face book which has large number of users are the main sources of generating large amount of data ,each 

users activity on the internet is being captured in one or the other ways, security of network has become a great challenge 

in this modern era. Hence it has become very important to build an effective intrusion detection system. We have 

implemented a compressive survey of some of the major machine learning techniques based on Naïve Bays Classifier, K 

Nearest Neighbors Classifier, Decision Tree Classifier and the Logistic Regression in this paper. 

 

Index Terms:  IDS, artificial neural network, NSL-KDD dataset, Feature selection. 

 

Introduction 

An Intrusion detection system is used to detect the malicious activity over the network to make the network, server lines secure and 

free from any intrusions. We can use intrusion detection system to detect the malicious activity related to some specific devices 

(host intrusion detection system) or to detect the malicious activity occurred in the entire network (network intrusion detection 

system) which is the common type used. The two main challenges in building the efficient intrusion detection system is first, the 

feature selection from the dataset is very difficult as it will tell us how important a feature can be. The feature selection changes 

with the change in attack type. Secondly, there does not exist a labeled traffic real-time networking. Intrusions in the network are 

mainly caused by unauthorized users trying to access the system and the authorized users who attempt to gain additional privileges 

given to them. 

Machine learning is the field of study that allows the computer to learn automatically without being explicitly programmed therefore 

machine learning mainly focuses on the development of programmers that are able to learn themselves and perform the task, the 

information gained by different machine learning techniques is different for each set of input . It has become difficult for traditional 

network protection techniques to distinguish the normal traffic and the network traffic since the new emerging attacks are having 

similar behavior and characteristics to that of normal traffic. In this paper following machine learning techniques are implemented 

Naïve Bayer Classifier, Neighbors Classifier, Decision Tree Classifier and the Logistic Regression Model then later comparison is 

done based on their 5 major parameters accuracy, precision, recall, f1-score. 

 

LITERATURE SURVEY 

The system proposed by Wei-Chao Lin, et al. [18] uses the k-NN classifier to predict the state of each network packet, whether to 

be from a normal or attack traffic. This system is trained and evaluated using the KDD CUP’99 dataset, where the evaluation 

measures show a good prediction accuracy of 99.89% accurate predictions. However, as the k-NN classifier is a lazy classifier, the 

knowledge is extracted each time a prediction is required, i.e., the training dataset is scanned every time a new packet enters the 

network, which is a very resource-consuming process. Neha G Relan and Dharmaraj R Patil [19] , which perform an intrusion 

detection system with the use of the decision tree classifier. The performance of the proposed system has scored a highest of 95.09%, 

using the KDDCUP’99 dataset for both training and testing stage. Malek Al-Zewairi, et al. [20] suggest an intrusion detection 

system depend on deep learning that include of five hidden layers with ten neurons in each layer. The deeper the neural network, 

the more complex attribute can be discover based on the input data, while raising the number of neurons in a layer rising the number 

of attributes that the layer can detect. The accuracy of the deep learning model is compared to other classifiers, such as logistic 

regression, decision tree, Naïve Bays 9+and neural network, where the experimental results show that the deep learning model has 

scored the highest with 98.99% accuracy when tested with the UNSW-NB15 dataset. 

 

Proposed system 

There are so many techniques and algorithms are available to improve the monitoring of network intrusion detection system in 

recent years. In this paper, we have presented a complete survey of some main methods of machine learning applied on intrusion 

Detection. In this paper following machine learning techniques are implemented by us: Naïve Bayer Classifier, Neighbors Classifier, 

Decision Tree Classifier and the Logistic Regression Model then later comparison is done based on their 5 major parameters. 

Here implementation is done on two level of approach firstly here we implemented the machine learning algorithms and at next 

level we have taken the level 1 results to train  the next level where in 5 major parameters   accuracy, precision, recall, f-score are 

compared  

                                                        

3. Modules 

1. Train dataset and test data set 
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Collecting data for training the system is one of the main challenges in developing a network-based intrusion detection system. 

Although the KDD 1999 data set is widely being used but these data sets are unreliable for building a system in reality, accuracy 

on NSL-KDD dataset is significantly higher than KDDCup99 dataset. Hence in this paper NSL KDD dataset rather than KDDCup99 

dataset, accuracy on NSL-KDD dataset is significantly higher than KDDCup99 dataset.  

2. Feature selection: Here we are removing the number of input variables while developing the predictive model reducing the input 

variables reduces the computational cost and as well as improve the performance. Once this is done we fit the data frame of testing 

and training dataset 

Since 41 features are there in NSL KDD hence it impossible  to take all those features and plot the feature selection graph hence 

we take decision of dropping the last 9 where there are no variations in the value some of the columns such as su_attempted, 

srv_error rate have only 0 as their values 

3. Build the model: We build two models on the basis of two classifiers, a K Nearest Neighbors Classifier and a logistic regression 

classifier. Both of the above mentioned models are present in the Scikit-learn module.  

4. Prediction and Assessment (Authentication):  With the use of the test data to make predictions of the model. Multiple scores 

are considered here like accuracy score, then recall, the f-measure, confusion matrix. Perform a 10-fold cross-validation. 

 

EXPERIMENTAL RESULT 

 
                                                                         Fig 1: Loading Dataset 

 

 

 
Fig 2: Feature selection graph 
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Fig: 3 Model Validation process 

 

 
Fig: 4 Graphical Comparisons to Models 

                                              

CONCLUSION 

In the domain of network security, Network Intrusion Detection System is the most important and useful defense technology. So 

many of the available techniques have been implemented for the intrusion detection system in recent years. A detailed survey of 

major techniques implemented on intrusion Detection is presented in this research paper. Techniques based on classification 

algorithms such as Naive Bayes algorithm, Decision Tree algorithm, KNN, Linear Regression. We do a comparison of experimental 

values a system where we try to increase the efficiency of the parameters in the intrusion detection system compare the parameters 

such Accuracy, Precision, Recall, F-score.  
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Abstract: A flying-airboat is a concept of a wing-in-ground (WIG) craft that seeks to take advantage of desirable 

characteristics within the ground effect, to provide versatile solutions to sea transportation needs in the Southeast Asia 

region. Previous research has shown that bodies traveling within the ground effect experience an improved lift-to-drag ratio, 

which translates to significantly better performance. The FAB is a concept that seeks to take advantage of these benefits 

through a design that facilitates motion entirely within the ground effect.  By applying the relevant equations of motion and 

incorporating various physical design parameters of the concept, a non-linear model can be implemented on the 

MATLAB/Simulink platform. A simulation of the model shows relative improvements in the performance, response, and 

stability of the FAB concept subjected to the ground effect as compared to its motion within a free airstream. 

 

Keywords: flying-airboat, wing-in-ground, ground effect, lift-to-drag ratio, performance, equations of motion.  

 

I. INTRODUCTION  

 

A flying-airboat (FAB) is a new concept that incorporates the favorable attributes of motion within the ground effect into its 

design. The achievement of the concept includes a compound wing design as well as a tubular-skirt profile, similar to those in air-

cushion vehicles (ACVs) or hovercrafts.  The wing design is idealized for the creation of lift with airflow over the airfoil section 

creating a dynamic air cushion [1]. On the other hand, the tubular skirt, in conjunction with moving air pumped from a set of fans, 

facilitates dynamic pressure that can potentially create an area of pressure differentiation underneath the body. An addition of a 

variable duct system that can vector the air within the skirt downwards has the potential to create lift along the Z-direction. 

 Determining the advantages of movement over ground effects and how physical design concepts respond to various control 

inputs are among the key factors in this study. Analysis of the framework of control over movement behavior in different situations 

can be made by developing a mathematical model of movement and applying it to the MATLAB platform. These results can further 

be used as a basis for changing and perfecting the design of the FAB. Therefore, the calculation of motion equations is applied to the 

design, which is first compiled by Mohd Zaid [2]. 

Previous studies in the marine and aviation fields have shown that a design combining the speed and efficiency of aircrafts with 

the practical implications of a marine-based craft provide a combined benefit of versatility. The design and development of the FAB 

concept thus seeks to provide a platform that can be used for fast and efficient sea-based missions involving search and rescue 

operations. To do so, Newtonian-Euler equations are modeled based on the physical parameters of the design and then tested on the 

MATLAB platform. 

There are two forms of ground effect under consideration encompassing span-dominated ground effect (SDGE) and chord-

dominated ground effect (CDGE) [3]. Research conducted previously by Wetmore and Turner revealed that SDGE significantly 

reduces induced drag, whereas CDGE enhances a body’s lift-producing capabilities [4]. The proposed design of the FAB concept 

seeks to utilize both these elements of the ground effect by encompassing a compound-wing design as well as a skirt facilitating 

dynamic pressure. However, this investigation focuses on the improvement of aerodynamic capabilities as a consequence of the 

compound wing design. To this effect, the motion of the FAB in a steady-state within the ground effect is tested against a model in 

unbounded free stream.   The results of motion within the ground effect are then compared against motion of the FAB concept in the 

free airstream and conclusions deduced on the design implementation of the FAB concept. Renders of the tentative design are 

illustrated in Fig. 1.  
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Fig. 1: Tentative design of the FAB Concept 

II. METHODOLOGY 

 

The methodology applied encompasses a series of steps which apply various relevant theories including aerodynamic theory, 

ground effect theory and control theory to deduce a numeric model that can be idealized on MATLAB. These steps are grounded 

in a non-linearized simulation framework encompassing the FAB’s aerodynamics which is underpinned by twelve ordinary 

differential equations (ODEs) that define its state [5]. The model also incorporates external factors such as gravitational forces and 

wind disturbance. Fig. 2 below depicts the resultant dynamics and the form of their implementation on MATLAB.  

The block diagram comprises of various components which can be defined as follows.  

I. Aerodynamics – this block comprises of the relevant forces and moments affecting the FAB model as a result of 

aerodynamic capabilities. Parameters such wing span, the location of the center of gravity, angle of downwash and lift and 

drag coefficients thus play a determinate role within this block. It also affected by inputs that are pertinent to the control 

surface deflections .i.e. rudder, aileron and elevators.  

II. Propulsion – this block comprises the forces and moments that are generated by the engine and contributing towards the 

overall motion of the body. Its inputs are thus synonymous with the throttle settings.  

III. Gravity – The external independent forces acting on the body as a result of gravity are defined in this block.  

IV. Wind corrections – This block represents the forces that act on the body due to atmospheric disturbances.  

V. Atmosphere – Variables pertaining to air data that are obtained from onboard sensors are defined within this block. They 

include the Mach number, the Airspeed, Reynolds number and so on [5].  

U denotes inputs which constitute the control vector 𝐮̅, whereas the states are defined by 𝐗. The definitions for the control and 

state vectors are also summarized in Tables 1 and 2.  

Table 1: Control Input Definitions 

 Alphanumeric Symbol Name Unit 

 u(1) δA Longitudinal deflection rad 

 u(2) δE Lateral deflection rad 

 u(3) δR Directional deflection rad 

𝐔̅ =  u(4) δTH1 Throttle position 1 - 

 u(5) δTH2 Throttle position 2 - 

 u(6) WxE Longitudinal wind m/s 

 u(7) WyE Lateral wind m/s 

 u(8) WzE Vertical wind m/s 

 

Table 2: State definitions 

 Alphanumeric Symbol Name Unit 

 x(1) u Velocity in x-axis m/s 

 x(2) v Velocity in y-axis m/s 

 x(3) w Velocity in z-axis n/s 

 x(4) p Rate of roll rad/s 

 x(5) q Rate of pitch rad/s 

𝐗̅ =  x(6) r Rate of yaw rad/s 
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 x(7) φ Roll angle  rad 

 x(8) θ Pitch angle rad 

 x((9) ψ Yaw/heading angle rad 

 x(10) x x position of CoG m 

 x(11) y y position of CoG m 

 x(12) z Z position of CoG m 

 

 

 

Fig. 2: Body dynamics block diagram [3] 

The above definitions comprise the relevant design function and are applied within the MATLAB framework in the form of 

differential equations to give an overall. This deduction is shown in Fig. 3 below. 

 

Fig. 3: Function combining the control inputs and the states 
 

Consequently, the implementation of the model on the MATLAB entails a number of steps which are depicted in the following 

sections. 

Control Input Saturation 

A definition of the limits for the control inputs is established as the first step. This definition encompasses values beyond which 

the control inputs will have no effect on the physical motion of the model and are summarized in Eq. (1). 

 

𝑢̅ =

[
 
 
 
 
 
 
 
 
𝛿𝑎𝑖𝑙𝑒𝑟𝑜𝑛

𝛿𝑡𝑎𝑖𝑙

𝛿𝑟𝑢𝑑𝑑𝑒𝑟

𝛿𝑇ℎ𝑟𝑢𝑠𝑡1

𝛿𝑇ℎ𝑟𝑢𝑠𝑡2

𝑊𝑥𝐸

𝑊𝑦𝐸

𝑊𝑧𝐸 ]
 
 
 
 
 
 
 
 

=  

[
 
 
 
 
 
 
 
𝑢1
𝑢2
𝑢3
𝑢4
𝑢5
𝑢6
𝑢7
𝑢8]

 
 
 
 
 
 
 

 ∈  

[
 
 
 
 
 
 
 
 
[−20°, 20°]

[−15°, 5°]

[−25°, 25°]

[0.2,10]

[0.2,10]

[𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡]

[𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡]

[𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡]]
 
 
 
 
 
 
 
 

∗  
𝜋

180
=  

[
 
 
 
 
 
 
 
 
[−0.349,0.349]

[−0.262,0.087]

[−0.436,0.436]

[0,0.175]

[0,0.175]

[−𝑖𝑛𝑓, 𝑖𝑛𝑓]

[−𝑖𝑛𝑓, 𝑖𝑛𝑓]

[−𝑖𝑛𝑓, 𝑖𝑛𝑓] ]
 
 
 
 
 
 
 
 

 (1) 

 

Intermediate Variables 

Intermediate variables provide a relationship between the control inputs and the non-differential equations to determine the state 

vector. They include various predetermined variables that affect motion such as the airspeed, the angle of attack, the sideslip angle 

and the dynamic pressure. The intermediate variables applied in this investigation are as shown in Table 4. 

   

 

 
   ,     ̅ 

 ̅ 
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Table 3: Intermediate variables and application 

APPLICATION VARIABLES 

 Airspeed 
𝑉𝐴 = √𝑈2 + 𝑉2 + 𝑊2 → √𝒙𝟏

𝟐 + 𝒙𝟐
𝟐 + 𝒙𝟑

𝟐 

Attack angle 𝛼 = tan−1
𝑤

𝑢
 →  𝐭𝐚𝐧−𝟏

𝒙𝟑

𝒙𝟏

 

Sideslip angle 
𝛽 = sin−1

𝑉

𝑉𝐴
 →  𝐬𝐢𝐧−𝟏

𝒙𝟐

𝑽𝑨

 

Dynamic pressure 
𝑄 =

1

2
 𝜌𝑉𝐴

2 

Translational velocity 
𝑉̅𝑏 = [

𝑢
𝑣
𝑤
] =  [

𝒙𝟏

𝒙𝟐

𝒙𝟑

] 

Angular velocity vector 
𝜔̅𝑏 = [

𝑝
𝑞
𝑟
] = [

𝒙𝟒

𝒙𝟓

𝒙𝟔

] 

 

 

The Lift Coefficient 

Determining the lift coefficient encompasses an examination of the compound wing in the conceptual design and its lift 

properties, as well as the tail section if any. The wing used in this investigation is the Eppler E857 whose lift curve is illustrated in 

the Fig. 4. The lift curve presented shows a critical angle of approximately 17 degrees and presents -5 degrees as the angle of attack 

where the lift produced is zero. Equations for the coefficient of lift of the wing body can thus be defined by Eq. 2 [6].  

 

𝐶𝑙𝑤𝑏 = {
𝑛 𝛼 − 𝛼𝑙=0  i  α ≤

17𝜋

180
 otherwise

𝑎3𝛼
3 + 𝑎2𝛼

2 + 𝑎1𝛼 + 𝑎0

 

 

Whereby: αl=0 is the angle of attack where lift is 0 

                 n = 5.5 is the slope of the lift curve 

                 a3 = -768.5 

                 a2 = 609.2 

                 a1 = -155.2 

                 a0 = 15.212 

 

(2) 

 

http://www.ijirmps.org/


IJIRMPS | Volume 8, Issue 6, 2020                                                                                                                      ISSN: 2349-7300 

IJIRMPS2006009 Website : www.ijirmps.org Email : editor@ijirmps.org 83 
 

 

Figure 4. Lift Curve for Eppler E857 [7] 

After initial tests, a small tail section was added to the model to increase its stability. The lift produced by this section is based on 

the angle of attack of the tail section which is defined by Eq. 3 [6].  

𝛼𝑡 =  𝛼 −  𝜀 + 𝑢2 + 1.3𝑥5

𝑙𝑡
𝑉𝐴

 

Where: 𝜀 (downwash) = 
𝜕𝜀

𝜕𝛼
 𝛼 − 𝛼𝑙=0  

              2 = tail angle 

             1.3𝑥5
𝑙𝑡

𝑉𝐴
 = dynamic pitch response 

             𝑙𝑡 is the distance between the wing & tail 

(3) 

Based on the angle of attack deduced above, the coefficient of lift of the tail section is given below [6].  

𝐶𝑙𝑡 = 3.1
𝑆𝑡

𝑆
𝛼𝑡 

Where: St is the tail plan form area  

             S is the wing plan form area 

(4) 

A combination of the wing body and tail coefficients gives the overall coefficient of lift as shown by Eq. 5.  

𝐶𝐿 = 𝐶𝑙𝑤𝑏 + 𝐶𝑙𝑡 (5) 

The ground effect however, has an influence on the coefficient of lift and therefore, in the model simulated within the ground 

effect, an influence parameter is incorporated as follows.  

𝐶𝐿
′ = 

𝐶𝐿

 1 − 𝜎𝑔𝑒 
 

Whereby: CL’ is the coefficient of lift within the ground effect 

                 CL is the total coefficient of lift 

                  𝜎𝑔𝑒is the ground effect influence parameter given by: 

 

𝜎𝑔𝑒 = 𝑒−2.48 
2ℎ
𝑏

 0.768  

Whereby: h is the height and,  

                 b is the wing span 

(6) 

 

 

 

 

 

 

The Coefficient of Drag 

The drag coefficient is based upon Computer Fluid Dynamics (CFD) simulations done in previous research conducted by Mohd 

Zaid [2]. A predetermined value is thus employed.  

Sideforce Coefficent 

Forces acting along the y axis also contribute to the control response for the model and are based on predetermined constants. 

Because, the sideslip angle and rudder control input are assumed to be zero for the purpose of this research however, this force is 

assumed to be negligible. Nevertheless, the applicable equation is presented by Eq.7 as follows. 

 

𝐶𝑌 = −1.6𝛽 + 0.24𝑢3 

Whereby: β is the sideslip angle  

                 u3 is the directional control (rudder) angle 

(7) 

Stability Frame 

The resultant coefficients and forces are in the stability frame and presented by Eq. 8 and 9 as follows.  
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𝐶𝐹

𝑆𝑡𝑏𝑙𝑡𝑦
= [

𝐹𝑜𝑟𝑐𝑒 𝑎𝑙𝑜𝑛𝑔 𝑥 𝑎𝑥𝑖𝑠
𝐹𝑜𝑟𝑐𝑒 𝑎𝑙𝑜𝑛𝑔 𝑦 𝑎𝑥𝑖𝑠
𝐹𝑜𝑟𝑐𝑒 𝑎𝑙𝑜𝑛𝑔 𝑧 𝑎𝑥𝑖𝑠

] =  [

−𝐶𝐷

𝐶𝑌

−𝐶𝐿

]   

 

(8) 

𝐹̅𝐴
𝑆
= [

−𝐷
𝑌
−𝐿

]

𝑆

= [

−𝐶𝐷 ∙ 𝑄 ∙ 𝑆
𝐶𝑌 ∙ 𝑄 ∙ 𝑆
−𝐶𝐿 ∙ 𝑄 ∙ 𝑆

]

𝑆

 

(9) 

 

The above forces in the stability frame are transformed to the body frame of reference as follows.  

 

𝐹̅𝐴
𝐵
= 𝐶𝑏 𝑠⁄  𝛼 ∗  𝐹̅𝐴

𝑆
 

 

Whereby: 𝐶𝑏 𝑠⁄  𝛼 is the transformation matrix about the angle of attack denoted as follows: 

 

𝐶𝑏 𝑠⁄  𝛼 = [
cos 𝛼 0 − sin 𝛼
0 1 0

sin 𝛼 0 cos 𝛼
] 

(10) 

 

 

(11) 

Coefficients of Moment 

Moments of coefficients for the model are given about both the aerodynamic center of the body, and its center of gravity. These 

moments are based upon Newtonian laws of motion. Derivation for moment about the aerodynamic center is presented as follows 

[6].  

 

𝐶𝑀̅.𝑎𝑐 =  [

𝐶𝑙.𝑎𝑐

𝐶𝑚.𝑎𝑐

𝐶𝑛.𝑎𝑐

] =  𝑛̅ +  
𝜕𝐶𝑚

𝜕𝑥
∙ 𝜔̅𝑏 +

𝜕𝐶𝑚

𝜕𝑢
∙ [

𝑢1

𝑢2

𝑢3

] 

 

Whereby: n̅ is a moment effect defining the static behavior and can be broken down as follows:  

 

𝑛̅ =

[
 
 
 
 

−1.4𝛽

−0.59 − 3.1
𝑆𝑡𝑙𝑡
𝑆𝑐̅

 1 − 𝛼
180

𝜋
 𝛽

 𝛼 − 𝜀 

]
 
 
 
 

 

In the above equation: 

c̅ is the mean aerodynamic chord length 

lt is the distance between the aerodynamic center of the tail and the CoG 

 

𝜕𝐶𝑚

𝜕𝑥
=  [

−11 0 5

0 −4.03
𝑆𝑡𝑙𝑡
𝑆𝑐̅

2

0

1.7 0 −11.5

] ∗
𝑐̅

𝑉𝐴
 

 

𝜕𝐶𝑚

𝜕𝑢
=  [

−0.6 0 0.22

0 −3.1
𝑆𝑡𝑙𝑡
𝑆𝑐̅

0

0 0 −0.63

] 

 

The terms 
𝜕𝐶𝑚

𝜕𝑥
 and 

𝜕𝐶𝑚

𝜕𝑢
 are used to define the effectiveness of the controls  

(12) 

 

 

 

 

(13) 

 

 

 

 

 

 

 

(14) 

 

 

 

(15) 

The moment about eh aerodynamic center is therefore as follows.  

 

𝑀̅𝐴.𝑎𝑐 = 𝐶𝑀̅.𝑎𝑐 ∙ 𝑄 ∙ 𝑆 ∙  𝑐̅ (16) 

 

On the other hand, the moment coefficient bout the center of gravity can be defined as follows.  

 

𝑀̅𝐴.𝑐𝑔 = 𝑀̅𝐴.𝑎𝑐 + 𝐹̅𝐴
𝐵
∙  𝑟̅𝑐𝑔 − 𝑟̅𝑎𝑐  

Whereby:  

𝑟̅𝑐𝑔 = [

𝑋𝑐𝑔

𝑌𝑐𝑔
𝑍𝑐𝑔

] =  [

𝑥 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 𝑜𝑓 𝐶𝑜𝐺
𝑦 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 𝑜𝑓 𝐶𝑜𝐺

𝑧 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 𝑜𝑓 𝐶𝑜𝐺
] = [

0.25𝑐̅
0

−0.30𝑐̅
]  

and  

(17) 

 

 

(18) 
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𝑟̅𝑎𝑐 = [

𝑋𝑎𝑐

𝑌𝑎𝑐
𝑍𝑎𝑐

] =  [

𝑥 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 𝑜𝑓 𝑎𝑒𝑟𝑜 𝑐𝑒𝑛𝑡𝑒𝑟
𝑦 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 𝑜𝑓 𝑎𝑒𝑟𝑜 𝑐𝑒𝑛𝑡𝑒𝑟

𝑧 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 𝑜𝑓 𝑎𝑒𝑟𝑜 𝑐𝑒𝑛𝑡𝑒𝑟
] = [

0.21𝑐̅
0
0

] 

(19) 

Propulsion Effects 

The forces and moments as a result of the engine thrust are also derived to come up with the dynamic model. Thrust is produced by 

a dual-fan setup and can be modeled as follows.  

 

𝐹𝑖 = 𝛿𝑡ℎ.𝑖 ∙ 𝑚 ∙ 𝑔 

 

Whereby: Fi represents the thrust force produced by the ith engine(fan) 

                 δth.i is the control input for the ith fan 

                 m is the mass of the Airboat 

                 g is the gravitational force 

(20) 

The representation above can be related to the control inputs for thrust and be denoted as follows.  

 

𝑢4, 𝑢5 ≤
10𝜋

180
{
𝐹1 = 𝑈4 ∙ 𝑚 ∙ 𝑔
𝐹2 = 𝑈5 ∙ 𝑚 ∙ 𝑔

 

 

(21) 

In the body frame, the above forces as a result of propulsion are as follows.  

 

𝐹̅𝐸𝑖
𝑏
= [

𝐹𝑖

0
0
]

𝑏

 

(22) 

 

𝐹̅𝐸
𝑏
= 𝐹̅𝐸1

𝑏
+ 𝐹̅𝐸2

𝑏
 

 

(23) 

 

The above principle was also used to simulate propulsion as a result of the thrust force being vectored vertically, and parallel to but 

opposite the force of gravity. This was as a means to simulate the resultant forces produced by a tubing mechanism that is expected 

to be incorporated into the FAB’s design, so as to facilitate VTOL. The resultant forces produced as a result of the nozzles 

underneath the FAB were modeled as follows.  

 

𝐹3 = 𝐹1 

𝐹4 = 𝐹2 

 

Where F3 and F4 are the vertical forces vectored to the right and left nozzle systems underneath the FAB 

(24) 

 

As representation of this forces in the body frame was subsequently determined as follows.  

 

𝐹̅𝐸𝑖
𝑏
= [

0
0
𝐹𝑖

]

𝑏

 

(25) 

 

𝐹̅𝐸
𝑏
= 𝐹̅𝐸3

𝑏
+ 𝐹̅𝐸4

𝑏
 

(26) 

 

The vertical mode of the FAB is activated once the control inputs u4 and u5 are at a setting of 60% or above. This translates to 

about 0.12 radians out of a maximum setting of 0.17 (10 degrees). Since the two throttle inputs are operated simultaneously, these 

translates to a value of 0.24, which is represented with the following MATLAB syntax.  

 

if (u4+u5>0.24) 

FE_b = FE_bv; 

elseif (u4+u5<0.24) 

FE_b = FE_bh; 

end 

Where; FE_bv is the vertical force in the body frame,    

              FE_bh is the horizontal force in the body frame and 

              FE_b is the Total Engine Force.   

(27) 

 

The above syntax dictates that a throttle input above 0.12 radians for each engine will activate the vertical force prompting a velocity 

along the z-axis. On the other hand, a throttle input below 0.12 radians for each engine maintains horizontal thrust and velocity 

along the x-axis.   
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The moments produced as a result of the propulsion effects are also of relevance. The determination of these forces is based on the 

application points of the thrust in relation to the center of gravity, given in the primary axes. This derivation is as follows. 

  

𝑀𝐸𝑐𝑔.𝑖
𝑏 = 𝜇̅𝑖

𝑏 ∙  𝐹̅𝐸𝑖
𝑏
 

 

Whereby: 𝜇̅𝑖
𝑏 is the moment arm and can be expressed as follows 

 

𝜇̅𝑖
𝑏 = [

𝑋𝑐𝑔 − 𝑋𝐴𝑃𝑇.𝑖

𝑌𝐴𝑝𝑇.𝑖 − 𝑌𝑐𝑔
𝑍𝑐𝑔 − 𝑍𝐴𝑃𝑇.𝑖

] 

(28) 

 

 

(29) 

  

The overall propulsion moment about the center of gravity along the x-axis is therefore determined as follows.  

 

𝑀𝐸𝑐𝑔
𝑏 = 𝑀𝐸𝑐𝑔.1

𝑏 + 𝑀𝐸𝑐𝑔.2
𝑏 (30) 

 

On the other hand, the concept has the potential to have a propulsion moment about the center of gravity but along the z-axis. This 

is represented as follows.  

 

𝑀𝐸𝑐𝑔
𝑏 = 𝑀𝐸𝑐𝑔.3

𝑏 + 𝑀𝐸𝑐𝑔.4
𝑏 (31) 

 

In the above equation the equated components represent resultant engine moments as a result of the nozzles found in the skirt. 

Similar to the forces, these moments are activated by a throttle setting above 0.12 radians.   

Gravity Effect 

Forces acting on the body as a result of gravity are also defined as part of the equations of motion. This is done as follows.  

 

𝐹̅𝑔 = 𝑚 ∙ 𝑔̅ 
𝐹̅𝑔

𝑒
= [

0
0
𝑔
] ∙ 𝑚 

(32) 

 

The forces are transformed from the earth frame to the body frame as follows [6]. 

  

𝐹̅𝑔
𝑏
= ∁𝑏 𝑒⁄  𝜑, 𝜃, 𝜓 𝐹̅𝑔

𝑒
 (33) 

 

The result of the above transformation is as follows.  

 

𝐹̅𝑔
𝑏
= [

−𝑔 sin 𝑥8
𝑔 cos 𝑥8 sin 𝑥7
𝑔 cos 𝑥8 cos 𝑥7

] ∙ 𝑚 

(34) 

 

Consequently, the derived forces and moments are implemented on the MATLAB platform using tools such as m-text and a model 

with the interpreted MATLAB function on Simulink. The results are presented in the following section.  

III. RESULTS 

Implementation of the equations derived above is done in conjunction with various constant values, which define desirable 

control inputs and initial states. The results based on simulations run through MATLAB computational software are presented in 

the following sections.  

Control Inputs  

For the purpose of this investigation, the control input values chosen include elevator deflection set at –0.087 rad (≈ 5˚) and a 

throttle setting of 0.14 rad ((≈ 8˚). All the other control inputs are assumed to have a constant value of zero. These inputs are simulated 

as constants for a period of 180 seconds and their results plotted in Fig. 5.  

State Simulation 

On the other hand, inputs chosen for the initial state include a longitudinal speed (along x-axis) of 50 m/s  (≈ 58 knots)and a 

height of 1.5 meters. The pitch angle also corresponds to the elevator deflection at 0.087 rads. These inputs are demonstrated as 

follows.  

x0 = [50; 0; 0; 0; 0; 0; 0; 0.087; 0; 0; 0; -1.5]; (35) 

 

The control inputs above are simulated on the MATLAB platform for a period of 180 seconds and are plotted for both a model 

within ground effect and one where the ground effect parameter is not considered. Fig. 6 represents a model with the ground effect 

parameter whereas Fig. 7 is for a model lacking ground effect influence. 
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Angle of Attack  

To demonstrate the effect of the angle of attack has on the stability of the model, simulations are also done at optimal 30 m/s 

longitudinal velocity and at various angles of attack including at 5, 17 and 30 degrees. It should be noted that the critical angle of 

attack is 17 degrees and that the input of the states is in form of radians. The corresponding pitch angles are thus 0.087 rad, 0.297 

rad and 0.525 rad. The results are presented in Fig. 8, Fig. 9 and Fig. 10.  

Vertical Force 

A vertical mode was also simulated to depict how vectored thrust forces from the engines to nozzles underneath the Airboat model 

would affect its dynamic capabilities. The vertical mode was programmed to be initiated with a throttle setting of above 66% on each 

engine translating to a setting above 0.12 rads for control inputs U4 and U5. Fig. 11 shows the plotted results when the model was in 

horizontal mode (0.11 rads for u4, u5), whereas Fig. 12 shows a simulation of the vertical mode at a throttle setting of 0.13 rads.    

 

Fig. 5: Graph showing Control Input Plots over a period of 180 seconds 
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Fig. 6: Output of the States with the Ground Effect Influence 

 

Fig. 6: Output of the States without the Ground Effect Influence 
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Fig. 7: Output of the States with Ground Effect Influence at 5˚ Pitch Angle 

 

Fig. 8: Output of the States with Ground Effect Influence at 17˚ Pitch Angle 
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Fig. 9: Output of the States with Ground Effect Influence at 30˚ Pitch Angle 

 

Fig. 10: Output of the States in horizontal motion at 63% Throttle Setting 
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Fig. 11: Output of the States when vertical mode is activated at 74% Throttle Setting 

 

IV. DISCUSSION 

Velocity in X-axis 

In the results presented above, the examination of velocity in the x-direction provides a contrast between a model within the 

ground effect and one moving in free air stream, which is illustrated Fig. 13. In the presented plots, the graph on the right shows 

simulation within ground effect whereas the graph on the left shows simulation without ground effect. Based on the plots, it is 

evident that the model exhibits superior stability characteristics within the ground effect, as compared to when in motion within an 

unbound airstream. This is synonymous with a waveform of relatively diminished amplitudes and higher frequency. After an initial 

application of a 50 m/s velocity, the model within ground effect maintains a velocity averaging approximately 32 m/s after a period 

of about 30 seconds. On the other hand, the model without a ground effect component is characterized by a waveform of increasing 

oscillations showing a lack of inherent stability. This waveform is of a relatively lower frequency and with greater amplitude, 

oscillating at about 20 m/s.  This thus shows that the ground effect has a positive influence on both the performance and stability 

properties of the proposed model. 

Velocity in z-axis 

There are also notable differences seen in the z-direction velocity between simulations of the model with the ground effect 

influence as compared to the model without this influence. This discrepancy is illustrated in Fig. 14. In the figure, the illustration 

on the left represents the model influenced by the ground effect, whereas the model on the right shows the model in motion within 

an unbound air stream. From the illustration, it is clear that the ground effect model exhibits more stability properties as compared 

to that without the ground effect influence. This is evidenced by a waveform with significantly diminished amplitude for the ground 

effect model, as compared to the model without ground effect. As oscillations diminish on the left illustration with respect to time, 

they tend to increase on the right illustration within the same timeframe. Both simulations depict negative values of velocity along 

the z direction, which according to the frame of reference points downward. This thus shows a gain in the height of the model, 

which is in the opposite direction pointing upwards, hence the negative values.  

Pitch Rate 

Another element affected by the simulation of the model within the given constraints is the pitch rate. Contrasts between the 

model with the ground effect influence and that without this influence are illustrated in Fig. 15. In the illustration, the model within 

the ground effect, on the left, exhibits more stability properties as compared to the model without the ground effect influence, shown 

on the right. This is evidenced by a waveform whose amplitude diminishes over time, in left illustration, as compared to one where 

the amplitude is ever-increasing with time, on the right. Pitch rate is affected by the deflection of the elevator control input. After 

this initial deflection however, the pitch rate reverts to an average of zero with both the presented graphs oscillating around this 

mark. 

Pitch Angle 

The results presented for models also show changes in the pitch angle, which is synonymous with the state denoted by x8. These 

changes are illustrated in Fig. 16. In the illustration, while the amplitude for the waveform on the left diminishes over time, the 
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waveform on the right has amplitude that increases over time.  This thus shows that there is a significant amount of stability exhibited 

by the model with the ground effect influence as compared to that without this influence. 

Z position of Center or Gravity 

The results also reveal changes in the z position of the center of gravity, or the height of the model. These changes are illustrated 

in Fig. 17. The figure on the left represents z-position or height of the model with the ground effect influences, whereas that on the 

right represents a model without ground influence parameter. In the first illustration, the height initially increases due to a change 

in the pitch angle before gradually decreasing. The second illustration illustrates oscillating motion and lack of a steady state, 

showing the instability of the system without the ground effect influence. The response, shown for the model within the ground 

effect is typical for an aerodynamic body, since a change in the pitch angle affects lift and therefore the height of the body. It should 

however be noted, that for an ideal ground- effect vehicle (GEV), the height above the ground surface should be restricted to a few 

feet.  

Angle of Attack  

The results also depict the effect that a change in the angle of attack has on the response of the established dynamic system. 

Effect on the longitudinal velocity at various pitch angles is used to demonstrate these discrepancies and presented in Fig. 18. The 

illustration shows velocity in the x-direction at 5 degrees, 17 degrees and 30 degrees angle of attack, respectively. The depicted 

waveforms show that there are minimal perturbations, synonymous with the least amplitude, at 5 degrees.  This translates to minimal 

vibrations or disturbances of the body at 5 degrees. All the models achieve initial relative stability after about 30 seconds. The 

model at 17 degrees, however, begins to show signs of instability after about 100 seconds. The model appears to be most stable at 

five degrees where the velocity is maintained at 30 m/s. At 17 and 30 degrees pitch angle, some of the initial velocity is lost, with 

the model settling at about 25 m/s for the 17 degrees pitch angle and about 20 m/s at 30 degree pitch angle.    

 

Fig. 12: Comparison of Velocity in x-direction within Ground Effect vs. without Ground Effect 

 

Fig. 13: Comparison of Velocity in z-direction within Ground Effect vs. without Ground Effect 
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Fig. 14: Comparison of Pitch Angle within Ground Effect vs. without Ground Effect 

 

Figure 15. Comparison of Pitch Rate within Ground Effect vs. without Ground Effect 

 

Figure 16. Comparison of Pitch Rate within Ground Effect vs. without Ground Effect 
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Figure 17. Differences in Longitudinal Velocity at 5˚, 17˚and 30˚Pitch Angles Respectively 

Vertical Motion 

The model is also simulated to portray preliminary results of the concept’s dynamics, when vertical thrust is produced by a number 

of nozzles underneath the FAB. The thrust forces produced by these nozzles are modeled as resultant force acting through the center 

of gravity in opposition to gravitational force. The resultant force is divided into the combination of force produced by the right set 

of nozzles fed by Engine fan 1 and the left set of nozzles fed by Engine fan 2. The results are simulated at a throttle setting of 0.13 

rads for control inputs u4 and u5. 

An examination of the velocity along the x-axis as illustrated in figure 1, shows major differences with the model in horizontal 

motion maintaining a velocity of around 30 m/s whereas, this velocity in the vertical mode drops to about 24 m/s. Results of the 

horizontal motion also show increased vibrations in comparison to the vertical motion. This can be attributed to increased airflow 

when the model with movement in the horizontal direction, as compared to vertical motion. These discrepancies are illustrated by 

Fig. 19.  

Differences between the horizontal and vertical mode of the concept’s motion also extend to velocity along the z-axis. Although 

both modes show velocities in the z direction, the vertical mode of motion has steady and significantly higher velocity along this axis 

as compared to the horizontal mode. This is because in the horizontal mode, velocity along the z-axis is primarily influenced by the 

pitch angle and lift as a result of the wing’s aerodynamic properties. On the other hand in the vertical mode,  velocity in the z-axis is 

primarily facilitated by the vertical thrust as a result of vectored force from the engines being produced by nozzles in the skirt of the 

Airboat. Since this force is more consistent, the plots of w exhibit smoother characteristics and thus more stability as shown in Fig. 

20.  

The final major difference between the horizontal and vertical modes is shown by the z-position in the earth frame, which also 

denotes the height of the model. In this regard, both the modes depict an increase in height. However, the horizontal mode shows the 

model’s increase in height slowing down after a fraction of the time. On the other hand, z-position of the model in relation to the 

earth continues to increase consistently throughout the period as shown in Fig. 21. This shows the potential of the vertical mode to 

sustain a change in the concept’s height and thus promote vertical motion.  

 

 

Fig. 18: Velocity in x-axis in horizontal motion vs. vertical mode 
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Fig. 19: Velocity in z-axis in horizontal vs. vertical modes 

 

Fig. 20: Change in z-position (height) in horizontal vs. vertical modes 

 

V. CONCLUSION 

The implementation of the mathematical model for the FAB on the MATLAB platform was useful as a means of determining 

the controllability of the proposed design. Once implementation of the model had sufficed, the results revealed that indeed, control 

of the FAB could be achieved with minor changes to the proposed design. Among the changes that were incorporated was the 

inclusion of a tail section to improve the dynamic properties and stability of the model. Simulation of the design revealed that the 

incorporation of the ground effect influence parameter was necessary for ideal maneuverability and control of the design. The design 

also demonstrated that the use vertical motion could be achieved with the vectoring of thrust through nozzles in the skirt section 

underneath the FAB.  

The results presented were based on a non-linear dynamic model. Future works could thus encompass the linearization of the 

model and the incorporation of a feedback system to minimize the error within the system, as a precursor to achieving a robust 

control design for the concept. Once robust control has been established, a scaled experimental model could then be developed to 

test the aerodynamic properties of the concept.  
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Abstract: This research work presents modelling of 10kw single-phase grid-connected Photovoltaic system with the use of 

MATLAB / Simulink software. This research paper outlined the design of PV model by the help of mathematical equations, 

solar maximum power point tracker (MPPT), DC/DC Boost converter, single-phase full-bridge inverter with pulse width 

modulation (PWM) switching technique and phase lock-loop (PLL). To design the proposed model, firstly all the parameters 

which are necessary, has been calculated and the system integration is done by using MATLAB/Simulink software. The 

Simulink results represents that the proposed model is able to synchronize with grid system, which has matching frequency 

and amplitude. Along with an appropriate low pass LC filter circuit is designed, Which reduces the total harmonic distortion 

(THD) in the ac output voltage significantly i.e. from 67.99% to 1.54%.The Modelling technique is very simple, Which is 

discussed in detail in this paper. 

  

Keywords: PVcell; PVarray; P&OMPPT algorithms; Boost converter; single phase inverter; PLL, LC filter. 

 

I. INTRODUCTION 

 

Now a days the requirement of electric energy increases gradually. As a result, we are focusing on rapid production of that. 

The most common method of power production is the thermal power generation. And the use of coal produces flue gas and ash 

which is responsible for atmospheric pollution and greenhouse gas. 

Hence, we should focus on alternate source for the production of electric energy from non-renewable sources. As it is a clean 

and permanent source of energy.  

Time comes to hold the hands of renewable energy which comprises solar energy, tidal energy and wind energy. 

Solar energy becomes a most important and efficient form of energy production from all the forms of renewable energy as it 

needs fewer maintenance. Along with that it has no pollution and long life. To deliver the power to the load or to grid, power 

converters are used along it. So that generated power can be transferred most efficiently. The complete is called as photovoltaic 

system. The photovoltaic system has two types from its configuration and application, i.e. grid connected system and stand-alone 

system [1]. 

Grid connected solar PV system has more advantages as compare to the standalone PV system. Here exchange of electricity 

can be made possible from or to the electric grid depends upon the load demand. Hence the cost of electricity bill will be reduced 

automatically because the net electricity consumption is condensed by directing the extra electricity to the grid. The main 

advantage of using grid connected system is, it doesn’t require any battery backup system by which there is no storage losses in 

the system so that more power can be delivered to the load [2]. 

In this paper, the detail modelling of 10kW grid connected PV system in MATLAB/Smulink has been discussed. The proposed 

modelled system consists of a solar PV array, MPPT (P&O algorithms) to extract maximum power the PV array to feed the 

system, DC-DC boost converter for regulation and boosting the output of PV array, a single phase inverter to convert DC power 

into AC power an LC filter to filter harmonics from the inverter output. 

II. PHOTOVOLTAIC MODEL 

From the study of physics, it has been cleared that Photovoltaic cell is a semiconductor device with thin wafer fabrication. The solar 

radiation is consisting of beam of electromagnetic wave. According to the law of physics by the great scientist, Einstein i.e. E=hλ, 

Which describes the photovoltaic effect and its working principle, Means when the spectrum of electrons in the form of solar 

irradiance fall on the PV cell, which is a P_N junction diode that converts the sunlight directly into the direct electricity (DC).The 

definition of solar irradiance is ‘The rate of flow solar intensity per unit area (kW/m2)’. PV cell is current source rather than voltage 

source. The output of the PV cell is DC in nature rather than AC. The generated photons, which are obtained from solar panel will 

be get absorbed by the further electric system only if the those photons crosses the band-gap energy barrier of that semiconductor 

which is used for that PV cell design, if not they will create electron-hole pair.[1-3].The pv output power generation depends on 

mainly two parameters i.e. solar irradiance and temperature, where the solar irradiance directly proportional to the power generation 

mean while temperature is inversely proportional to it. By these environmental effects PV cell has nonlinear I_V & P_V 

characteristics.  
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A. Solar Cell: 

It is one type of P-N junction diode. A single solar cell is insufficient for the application because it capable of producing maximum 

2-watt power [13]. 

B. Solar module: 

To overcome the insufficient power generation of PV cell, a number of PV cell will be connected in series and parallel to give 

rise the sufficient power for our normal application requirement, this is called as solar module. 

C.  Solar array:  

When the solar module connected to the electrical equipment to transfer the generated electricity from the cell to the load, this 

complete unit is called as Solar array. According to the demand of the load the solar module can be connected in series and parallel 

to comprise the PV array. PV array modelling has been done by considering single diode of PV cell [1]. The basic equations and 

circuit diagram came into consideration for the modelling of solar cell. When the number of solar cell and solar panel will be 

connected in series or parallel then the equations will be changed according to them. 

The equivalent circuit diagram of a single solar cell is shown in Fig. 1. 

 

 
Figure 1: Single diode model of PV Cell. 

          

The below written equations from (1) to (6) are used to model the single solar cell where equation (7) represents the number of cells 

connected in series and parallel. 

            I = 𝐼𝑝ℎ − 𝐼𝑑 − 𝐼𝑠ℎ                                           (1) 

 

    𝐼𝑝ℎ = [𝐼𝑠𝑐 + 𝐾𝑖(𝑇𝑐 − 𝑇𝑟𝑒𝑓)]𝐺                           (2) 
 

𝐼𝑑 = 𝐼𝑠[exp (𝑞 (
𝑉 + 𝐼 ∗ 𝑅𝑠)

𝐾𝑖 ∗ 𝑇𝑐 ∗ 𝐴
) − 1]                         (3) 

 

      𝐼𝑠ℎ = (𝑉 + 𝐼𝑅𝑠) ÷ 𝑅𝑠ℎ                                         (4) 

 

𝐼𝑠 = 𝐼𝑟𝑠 (
𝑇𝑐

𝑇𝑟𝑒𝑓
)

3exp

[
𝑞𝐸𝑔 (

1
𝑇𝑟𝑒𝑓

−
1

𝑇𝑐
)

𝑘𝐴
]             (5) 

 

           𝐼𝑟𝑠 =
𝐼𝑠𝑐

[exp (
𝑞 ∗ 𝑉𝑜𝑐

𝑁𝑠 ∗ 𝑘 ∗ 𝐴 ∗ 𝑇𝑐)
) − 1]

            (6) 

 

 

𝐼 = 𝑁𝑝𝐼𝑝𝑣 − 𝑁𝑝𝐼0 [
exp (

(𝑉 + 𝐼𝑅𝑠)
𝑁𝑠

)

𝐴𝑁𝑉𝑡ℎ
− 1] −

𝑉 + 𝐼𝑅𝑠

𝑅𝑝
                                      (7) 

 

Where: 

G: Solar irradiance 

 I: PV output current  

Iph: Current from PV cell (Photo current)  

Is: Cell reverse saturation current  

Irs: Reverse current in the cell. 

q: Electric charge (1.6e-19C)  

Id: Schottky diode current.  

Ish: Current from shunt resistor  

Ki: Cell current temp. Coefficient  
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Tc: Cell temperature  

Tref: Ambient temperature (25℃) 

A: PV cell ideal factor  

N: Total number of modules  

K:  Boltzman’sconstant (1.38e-23 J/K)  

Eg: Energy band-gap. 

Ns:Number of series connected solar panels 

Voc: PV cell open circuit voltage  

Isc: PV cell short circuit current 

V: PV Boltzmann’s voltage  

Rs: Series resistance  

Rsh: Shunt resistance  

Np:Number of parallel connected solar panels 

 

C. Solar irradiance(G): 

‘The rate of flow of solar intensity per unit area’ is recognized as solar irradiance. The solar irradiance variable in nature it varies 

according to the geographical regions. It has directly proportionality property with the generated photo current. 1000W/m2 solar 

irradiance has been taken as standard test condition in world wide. 

 

D. PV Output Current(I): 

The output current of PV is the summation of mainly three current sources that are photo current, Schottky diode current and the 

current through shunt resistance of the solar array. It has been represented in the equation (1) and modelling of I shown in the fig.2 

 

  
Figure 2: PV output current Modelling 

 

E.   Photo Current (Iph): 

The electric current obtained from photosensitive diode when this diode is exposed to the sunlight is called as photo current. The 

photo current has been represented in the equation (2) and its modelling shown in the fig.3. 

 
Figure 3: Photo Current Modelling 

 

G.        Diode Current (Id): 

 

The Current has been obtained through the Schottky diode, is known as diode current. The equation (3) represents the diode current, 

from the equation it can be observed that Id depends upon the reverse saturation current. Fig.4 represents the diode current model.  
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Figure 4: Diode Current Modelling 

F. Cell reverse saturation current (Is): 

When the solar cell is exposed to the low intensity of solar light then cell reverse saturation current will be developed within the 

solar cell. The reverse saturation of one diode will affect another diode. The recombination in the device has been measured by the 

Is. In equation (5) the reverse saturation current is represented and its modelling shown in the fig.5  

 

 
Figure 5: Reverse saturation current Modelling 

 

E. Cell Reverse Current (Irs): 

The cell reverse current depends upon the open circuit voltage, short circuit current and cell ambient temperature. The equation (6) 

represents the reverse current and its modelling shown in the fig.6.    

 

 
Figure 6: Cell Reverse current Modelling 

F. Series resistance (Rs): 

While designing the solar cell the series resistance value is kept very low and some manufacture ignore it because it is connected 

in series with load, so that if we take Rs value high then the current from the cell to load decreases because of the property of the 

resistance. 

G. Shunt resistance (Rsh): 

By reducing the cell leakage current the power loss will be reduced too, it can be achieved when the cell shunt resistance will be 

kept high. Because it plays an obstacle path for the current flow to the ground. So virtue of that maximum amount of current will 

flow to the load through low series resistance path. It plays important role at low intensity levels. The current through the shunt 

resistor is called as shunt current and it has represented in the equation (4). The modelling of shunt current has shown in the fig.7.  
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Figure 7: Shunt Current Modelling 

 

H.  Modelling of PV array: 

The PV array of 10kW has been modelled by taking 5 sun hours from 350W solar panels. In Appendix-A the datasheet of this panel 

is given. The values of parameters given in the datasheet are being used in the design of PV array model. PV array has been modelled 

using all equations (7). The complete modelling of PV array has been shown in fig.8. 

 
Figure 8: Complete PV array modeling. 

 

III. MAXIMUM POWER POINT TRACKING (MPPT) 

.Now a days it has been observed electricity generation from photovoltaic system increasing rapidly, so that  it can be taken into 

consideration as a prominent alternative source to fossil fuels. However the initial cost for installation is quite and also its efficiency 

is typically low (18%-22%). To emphasize the efficiency another important feature is added to the PV system which can track the 

maximum power from the PV array [8]. That special feature is known as maximum power point tracker (MPPT). It is used in both 

grid connected and standalone system, because temperature and solar radiation changes throughout the day along different seasons 

and also different geographical conditions. Since there are various MPPT approaches available in the literature, which are mainly 

the fixed duty cycle method, constant voltage (CV), perturb and observe (P&O), and incremental conductance (IC). Among all 

P&O technique has been considered for this proposed model. MPPT is nonlinear because it considers the climatic conditions (i.e. 

temperature, irradiance, cloud, wind velocity) at each and every second at that geographical region where it is working.  

A.  Perturbation observation (P&O) method: 

Typically, P&O method has been used for tracking the MPP in the P_V curve. A minor Perturbation has been introduced in this 

technique, to cause the power variation of the PV array and it has observed .In this technique the power obtained from PV array has 

been measured periodically and then present obtained power is compared with the previously obtained power .If this technique the 

power curve has been observed and the process will be continued if the power increases or else the perturbation will be reversed. 

This algorithm technique can be applied to the array voltage or module. In this technique to check the power is increasing or 

decreasing, the PV module voltage has been checked first. The operating point of PV module will be on the left of the MPP, when 

the PV module voltage increases which leads to increase the power [9]. Further perturbation has required towards the right to reach 

MPP. If it is observed that increase in voltage leads to decrease in power that means the operating point is on the right of the MPP 

and hence further perturbation toward the left has been required to reach MPP. 

The flow chart of the adopted P&O algorithm for the charge controller is shown in fig. 9. This MPPT algorithm is quite simple, 

easy to implement. Its cost is low with high accuracy [8]. In application it is found that it most effective.  
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Figure 9: Flowchart of P&O Algorithm 

IV. BOOST CONVERTER 

 

A DC-DC boost converter has been implemented to boost and the regulate the PV array output voltage [4-6]. The voltage 

obtained from the PV module will be fed into the boost converter and it is regulated by the MPPT tracker through the gate pulse 

into the use IGBT of the boost converter. The parameters values have been obtained by the equation (8) to (10). The boost 

converter circuit model has shown in the Fig.10. 

The converter output is given by: 

         𝑉𝑜𝑢𝑡 = 𝑉𝑖𝑛
1 − 𝐷⁄                                      (8) 

          𝐿 > 𝑉𝑖𝑛 ∗ 𝐷 𝑓 ∗ ∆𝐼 ⁄                                          (9) 

      𝐶1 = 𝐶2 = 𝑉𝑜𝑢𝑡 ∗ 𝐷 2𝑓∆𝑉𝑜𝑢𝑡 ∗ 𝑅𝑙𝑜𝑎𝑑⁄    (10) 

Where, V𝑜𝑢𝑡 is nominated for output voltage, V𝑖𝑛 for the input voltage, D is for duty cycle, 𝑓 is the converter frequency, 

∆I represents current ripple, 𝐶1 and 𝐶2 are the capacitances of the capacitors, ∆𝑉𝑜𝑢𝑡 is given for the output voltage ripple 

and 𝑅𝑙𝑜𝑎𝑑 is for the load resistance given by 𝑉𝑜𝑢𝑡/𝐼𝑜𝑢𝑡. 

 
Figure 10: Boost Converter Modelling 

 

V. DC to AC Converter: 

 

To convert DC power into AC, Single phase voltage source converter is used. In the inverter, the on and off period of the IGBT has 

been controlled by the gate signals. Inverter control loop generates these gate signals. The inverter control loop which has been 

designed for the proposed work consists of Phase locked loop (PLL) and 2-level PWM generator, which are Simulink blocks. Single 

phase grid voltage and current are inputs to the control loop. The controlled PWM signals has been obtained from the inverter 

control loop [7-9]. The controlled PWM signals are being used for switching on and off of IGBT switch in inverter. After all this 
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process the inverter starts to generate single phase synchronized sinusoidal voltage and currents. To reduce the voltage and current 

harmonics from the inverter output, then the low pass LC filter circuit has been implemented along with the inverter circuit.  

 

A: Phase locked loop (PLL)  

The wide ranges of applications of PLL circuits in telecommunication and in system engineering has been found. In its feedback 

look, it contains an adjustable frequency oscillator and a phase detector. From the oscillator the periodic signal has been produced 

and then that periodic signal will be compared with the period of the input signal to the PLL circuit by the phase detector. To keep 

the phase match, meanwhile the oscillator adjusts the phase of the signal. In this case, PLL has been used to monitor the AC grid 

frequency utility and then signal matches to the frequency is being generated. For any change in the grid frequency, the PLL circuit 

should response and then the signal will be used for the synchronous of the switching of inverter [10-11]. 

To have a PLL module in the grid connected system is essential. In the PLL loop the grid AC voltage has been taken as a reference 

for the generation of the estimated grid frequency and the estimated phase angle. Then the two signals have been compared with 

the reference input signals and the feedback the signal in every single point by the phase detector. A terrain of   pulse will be 

produced from the phase detector when the phase of the two-input signal is different. The degree of phase difference is being 

proportional with the width of the pulse. For making equal inverter output and grid angle, PLL plays an important role. The modelled 

PLL block is shown in the Fig.11. 

 
Figure 11: PLL Converter Modelling 

 

B:   LC filter: 

For filtering the inverter output a LC low pass filter is being used in this paper. By using it the harmonics has been reduced from 

the output voltage. In the perfect voltage source, the distortion in voltage will not occur even if there will be any imbalance load or 

nonlinear load. The inverter output impendence must be kept zero [12]. In the low pass filter the capacitance value should be 

increased and the inductance value should be limited at the chosen cut-off. To reduce the reactive power in the system, the values 

of inductance and capacitance should be determined. The value of the internal resistance of the inductor is taken as very small. The 

single-phase LC filter can be calculated by equation (11). 

 

𝑉𝑜𝑙𝑡𝑎𝑔𝑒 𝑔𝑎𝑖𝑛 =
𝑉𝑖𝑛

𝑉𝑜𝑢𝑡
=

1

𝐿𝐶𝑆2 + 𝑅𝐶𝑆 + 1
        (11) 

For investigation the filter is made in the frequency domain. In equation (12) represents the pick-up voltage for a low pass LC filter. 

𝐻(𝑗𝜔) =
𝑊𝑝

2

𝑠2 +
𝑠𝑊𝑝

𝑄
+ 𝑊𝑝

2

                               (12) 

Where, Wp and Q represents the natural oscillating frequency and quality factor respectively. It is demonstrated with explanation 

of peaked resonances in (13), or  𝑄 >
1

√2
 ,the frequency at which H(jω) has maximized and the corresponding maximum shown 

on (14)  

              
𝑊

𝑊𝑝

= √(1 −
1 

2
𝑄2)                                   (13)    

             𝐻(𝑗𝜔)𝑚𝑎𝑥 =
𝑄

√(1 −
1

4   
𝑄2)

                   (14) 

The sufficiently large Q will be obtained, when Q> 5, W/Wp=1 and H(jω) max=Q. By arranging equation (13) and then by 

comparing with the equation (11) will results 

                      𝐿𝐶 =
1

𝑊𝑝
2   

                                         (15) 
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                  𝑅𝐶 =
1

𝑄𝑊𝑝

                                               (16) 

The value of Capacitance(C), inductance (L) and resistance (R) has been obtained by solving the equation (15) and (16). 

 

VI. SIMULATION AND RESULTS 

The 10kW designed grid connected system has been tested with Single phase 1.5 kW load. The complete grid connected model is 

shown in the fig.12. The total harmonic current compensation has been implemented in the proposed model by using a LC low pass 

filter. In the proposed system the rms value of the voltage source (grid)has been given 220v along with the single-phase universal 

bridge rectifier nonlinear RL load across it, by virtue of this nonlinear load the harmonics has been introduced into the system. The 

Grid synchronization has been obtained by Using PLL represented in the fig.13. In fig.14 represented the power obtained from this 

10kW model. When the inverter output is less than the load demand at that point the grid supplies the power, it can be analyzed 

from the positive half of the power plot. On the other hand, when the output of inverter is more than the load demand, then the extra 

amount electricity will be fed to the grid, it can be analyzed from the negative half of the power plot. The Total Harmonic Distortion 

(THD) spectrum in the system without filter is shown in Figure 14, which indicate a THD of 67.99%. The THD with LC lowpass 

filter is observed to be 1.54% which is within the allowable harmonic limit. Figure 15 shows the THD spectrum with LC low pass 

filter in the circuit. 

 

 
 

Figure 12: Single phase Grid connected system modelling 

 

 

 
 

Figure 13: Output Synchronized Voltage wave form 

 

 

http://www.ijirmps.org/


IJIRMPS | Volume 8, Issue 6, 2020                                                                                                                      ISSN: 2349-7300 

IJIRMPS2006010 Website : www.ijirmps.org Email : editor@ijirmps.org 105 
 

 
Figure 14: Output Power wave form 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 15: FFT analysis of voltage without filter circuit 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 16: FFT analysis of voltage with filter circuit  

 

VII. CONCLUSION 

The modelling of 10kW grid connected photovoltaic system by aiming at home based solar PV application is being proposed in this 

paper. The modules which we are using in the model have defined in the details. For maximizing the output obtained from the PV 

array, P&O algorithm based MPPT was used along with the boost converter. For the propose of application and also for feeding to 

the load, an inverter was designed which converted the DC voltage and current to AC values along with the LC filter, the THD was 

significantly reduced from 69.77% to 1.54%..The inverter was designed along with PLL, which locked the phase of the grid and 

inverter voltages. The model is designed successfully using MATLAB/Smulink software. Future work is to implement this model 

in real time and design the three phase grid connected system by taking the same datasheet of PV array. 
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APPENDIX-A 

In Appendix electrical parameters are stated which are used in simulation.  

 

PARAMETER VALUES 

Ki 0.00023A/K 

Irr 0.00002A 

K 1.38065*10^-23 J/K 

Q 1.6022*10^-19C 

A 2.15 

Eg0 1.66ev 

 
4.73*10^-4 ev/k 

 
636k 

Np 4 

Ns 90 

Iscr 3.75A 

Tr 
40  

Vnormal 47.1v 

Inormal 8.9A 

Pmax 350Watt 
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Abstract: the pandemic COVID 19 shocked the world; it changes everybody's life, especially in education and online learning 

becomes a new culture. Hence, this study will identify the correlation between learners' motivation, computer anxiety, and 

social support with self-efficacy on online learning technology due to COVID 19 pandemic. Besides, to determine if there 

are any gender and age differences in their perception of online learning technology. 166 students in a university were using 

online learning for the first time participated in this study. The correlation analysis and chi-square are used to answer the 

objective of the study. The result indicated that online learning technology experience, learners' attitudes, learners' 

motivation, computer anxiety, and social support correlate with self-efficacy on online learning technology. Furthermore, 

the finding revealed that male and female respondents and different ages have similar opinions on the factors that contribute 

to online learning technology. 

 

Index Terms: Self-efficacy, university’ students, online learning technology experience, learners' attitudes, learners' 

motivation, computer anxiety, and social support  

________________________________________________________________________________________________________   

I. INTRODUCTION  

The COVID 19 pandemic affected almost all the countries, including Malaysia. Hence, Malaysian Prime Minister Muhyiddin Yassin 

officially announced the Control Movement Order (CMO) based on the Prevention and Control of Infectious Diseases Act 1988 and 

the Police Act 1967 On 16 March 2020, [1]. As a result, it changes every segment of life, especially in the education system. The 

educational institutions closed, and home-based learning by using online learning technology is mandatory.  

 

Due to sudden implementation, the stakeholders in education claimed they are not ready. There are some issues related to online 

learning technology issues such as technology-related anxiety due to out of one's comfort zone, inequity in evaluation, and perceived 

incapacity or difficulty in peer interaction and the presentations [2]. Another problem highlighted by Bandura, which is self-efficacy 

on online learning technology, is learners' ability to manage their learning.  

 

Literature indicated that motivation, readiness, and self-regulated learning contribute to students' self-efficacy toward online learning 

technology. [4]. besides, it requires skills in computer, internet, and information-seeking skills [5].   

 

Hence, the objective is to identify a correlation between factors contributing to self-efficacy in online learning and students' 

performance. Besides, to determine if gender and age wBesidesfluence it. However, this study only focuses on online learning 

technology experience, learners' attitude, learners' motivation, computer anxiety, and social support as the factors contribute to self-

efficacy on the university students' online technology.  

 

II. LITERATURE REVIEW  

Self-efficacy 

Bandura [6] defined self-efficacy as the belief of an individual in their ability to fulfill a task in a different circumstance. He added 

that it is affecting the individual's choice of behaviors, commitment, and persistence. Besides, it will influence goal choices [7], and 

the degree of perseverance met with difficulties [7, 8]. Self-efficacy is influenced by four factors: mastery experience, vicarious 

experience, verbal or social persuasion, and physiological and affective states [8]. 

 

 

Meanwhile, Alqurashi [5] refers to self-efficacy as the belief in one's ability to organize and carry out the courses of action necessary 

to achieve these achievements. It predicts the motivation, execution, and the degree to which individuals' desire a specific outcome 

compared to other alternatives [8]. Individuals with high self-efficacy often show a good feeling of well-being and overall high self-

esteem [10]. The self-efficacy sources include experience in accomplishing a task, vicarious experience, and verbal persuasion [11]. 

It also affects the physiological and perceives the ability of individuals' awareness [9].   

 

Self-efficacy influences personal objectives directly and indirectly and relates with academic setting motivates and achievement [8]. 

As well as encourages the elimination of unwanted emotional reactions. Finally, students with higher academic self-efficacy 

experience less stress in school than those who doubt their self-efficacy and abilities [12]. 
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Online Learning Technology Experience 

Online learning' is referred to as courses offered entirely online; that fully or only partially use any electronic device or network [17, 

18]. In teaching and learning, the physical classroom is replaced with web-based technologies [19]. It knows as distance learning, e-

learning, online learning, blended learning, web-based learning, virtual learning, tele-education, cyberlearning, internet-based 

learning, and distributed learning [16]. 

 

Meanwhile, online learning technology experience defines by Keller and Chitnis[13] and Tharhini [14] as the use of information and 

communication technology (ICT). It provides education knowledge where teachers and learners are divided by distance, time, or both 

to improve learning experience and success. Online technological trends become trends, especially on online purchases, reading, and 

finding directions [15]. 

 

Online learning technology can improve the understanding of learning. Besides, it increases the more robust sense of community 

among students and reduces withdrawal or failure [20]. On the other hand, [20] said that online learning technology is difficult to 

understand, especially when the computer is slow or low internet. It creates more problems rather than its solution. Hence, the learner 

technology experience is crucial to ensure the online learning technology is booming. 

 

Learners Attitude 

Guyer, Joshua, and Fabrigar, Leandre [22] define learners' attitude as a relatively general and permanent assessment of an object, 

person, or concept in a positive to negative dimension. Meanwhile, Dursun, Donmez, and Akbulut [23] said it is an individual attitude 

towards the learning situation. It represents both positive or negative conduct and reflection of feelings and information of a specific 

idea or subject matter [24].  

 

Attitude plays a vital role in online learning [25] as it is crucial and necessary to accept and adopt online learning [21]. Meanwhile, 

Rhema & Miliszewska [26] added that age, gender, confidence level contribute to the learners' motivation. Besides, technical skills 

such as frequency of computer use, ICT work experience, own technical possession, ICT access, and ICT training history [27]. 

Finally, Peytcheva-Forsyth, Yovkova, and Aleksieva [27] conclude that online learning's critical factor depends on the learner's 

attitude and perception towards online learning itself [27].  

 

Learners’ Motivation 

Brown [28] describes motivation as an inner force, impulsive, emotional, or desire which moves one to the action. It is crucial to 

learn and influence what, when, and how we learn and is a significant performance factor [29]. Motivation use of tactics to help 

achieve objectives [30] and affect what learner learns how they learn, and when they decide to learn [29].  

 

In learning by using technology, motivation plays as self-regulated learning for learners [31]. The main characteristics of 

motivations are specific, motivation, goals of success, confidence, self-efficacy, and confidence in power [32]. It is an intrinsic 

motivation in online learning [29] and influences the learners' ability to perform their tasks [6]. Lastly, Ullah and Obaid [21] conclude 

that the learners' motivation in online learning can enhance the productivity of students.  

 

Computer Anxiety 

Computer anxiety refers to a fear of computers' emotional responses, including disturbance, fear, apprehension, and agitation. it 

causes unnecessary fear of physiological effects [35]. Salamah, Ganiardi, and Kusumanto [36] claimed that computer anxiety is a 

negative stress was associated with one specific form of stress computer beliefs, problem, a problem with the use of computers, and 

machine rejection. In the times, V. Celik and E. Yesilyurt [37] found out that computer anxiety, attitude to technology, perceived 

computer self-efficacy are important predictors of teacher candidates’ attitude toward using computer supported education. Saadé, 

Kira, Mak, and Nebebe [38], found out that essential students have experienced anxiety with online learning classes.  They also 

indicated that female students are more anxious about taking online courses than males. However, Thinakaran, Ali, and Husin [39] 

said that the level of anxiety about using computers amongst undergraduate students is low.  

 

Social Support 

Sahin-Baltaci and Karatas [40] describe social support as the knowledge that allows the person to believe they are cherished, 

respected, cared for, and a member of the social network. It is as an appreciation through the exchange of physical or psychosocial 

means [41]. The social support received reflects significant others' existing resources, such as family members, friends, and partners 

[42]. The social support for online learning in tertiary institutions is crucial, especially for support from the community, family, and 

community, said Andi Wahyu Irawan, Dwisona [43]. A study by Lai et al. [44] found similar results: the parents play a significant 

role in supporting their children. Finally, Sawahel [45] recommended that higher education policy-makers collaborate with the 

telecommunication industry to provide internet facilities for faculty members and students to facilitate online learning. 

   

III. METHODOLOGY 

The collected data in this study is using primary data by constructing a questionnaire. 166 respondents from the university in Shah 

Alam joined in this study. The variables developed from previous related studies and designed purposely to answer the study's 

objective. Finally, the data analyzed by using descriptive statistics, correlation, and the Chi-Square test. 
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Reliability Test 

The pilot test was conducted to identify the questionnaires' reliability; the pilot test is conducted to 30 respondents. The Mallery 

(2003) used to determine the internal consistency of items in the scale. 

 

                                                                                 Table 1: Reliability Test  

Dimension Cronbach’s Alpha 

Online Learning Technology Experience .807 

Learners’ Attitude .831 

Learners’ Motivation .954 

Computer Anxiety .872 

Social Support .945 

Self-Efficacy .948 

 

As shown in table 1, the result indicated Cronbach's Alpha values for each variable above 0.8. Hence, the variable considers reliable 

and appropriate use as the variable for this study.  

 

IV. FINDING 
 

The background of Respondents 

Table 2 Summary of Respondent 

Demographic Variables Frequency (N) Percent (%) 

Gender Male 58 34.9 

Female 108 65.1 

Age 21 or less 44 26.5 

21-25 107 64.5 

26 or more 15 9.0 

Religion Muslim 146 88.0 

Buddha 2 1.2 

Hindu 5 3.0 

Christian 12 7.2 

Others 1 .6 

Ethnic Malay 137 82.5 

Chinese 1 .6 

Indian 7 4.2 

Others 21 12.7 

Program HRM 66 39.8 

Business 33 19.9 

TESL 30 18.1 

Medical 7 4.2 

Engineering 19 11.4 

Others 11 6.6 

Education Diploma 69 41.6 

Degree 97 58.4 

Platform BigBlueButton 60 36.1 

Zoom 27 16.3 

Google Meet 42 25.3 

Google Classroom 19 11.4 

Others 18 10.8 

 

Based on table 2, more than half of the respondents (65%) are female and 58 (34.9%) are male. Majority or 107 (64.5%) in the age 

of 21 to 25 years old, followed by 21 years old or less (44 or 26.5%).  Mainly they are Muslim (146 or 88%) and the second is 

Christian (12 or 7.2%). In term of ethnicity, mostly Malay (82.5%) and others (12.7%) it includes international students and students 

from Sabah and Sarawak). 39.8% of respondent's study Human Resource Management students, 19.9% Teaching English as Second 

Language (TSEL) students meanwhile engineering students contribute to 11.4% of respondent in this study. The proportion of level 

study, the bachelor students slightly higher (58.4%) compare to Diploma students (41.6%). The respondents claimed that they used 

Big Blue Button as the primary online learning platform (36.1%), another 25.3% said they are using Google Meet, and 16.3% used 

Zoom. 

 

Correlation Analysis 

The analysis would like to identify the correlation between factors that contribute to self-efficacy (online learning technology 

experience, learners' attitude, learners' motivation, computer anxiety, and social support) and self-efficacy for using online learning 

technology in universities at Shah Alam. The correlation analysis will be based on the following hypotheses:   
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Ho: There is no significant correlation between factors that contribute to self-efficacy (online learning technology experience, 

learners' attitude, learners' motivation, computer anxiety, and social support) and self-efficacy for using online learning technology 

in universities at Shah Alam. 

H1: There is a significant correlation between factors that contribute to self-efficacy (online learning technology experience, learners' 

attitude, learners' motivation, computer anxiety, and social support) and self-efficacy for using online learning technology in 

universities at Shah Alam. 

In the meantime, Pearson's correlation coefficient is used to measure the strength of a linear relationship between paired data. It is 

based on Evans (1996) suggests for the absolute value of r: 

 

· .00-.19 "very weak." 

 .20-.39 “weak” 

 .40-.59 “moderate” 

 .60-.79 “strong” 

· .80-1.0 "very strong" 

  

                 

                     Table 3: Correlation Table between Factors of Self-Efficacy and self-efficacy on Online Learning Technology 

 

 totaldv1 Totaliv1 

Experience 

Pearson Correlation 1 .495** 

Sig. (2-tailed)  .000 

N 166 166 

Learner’s attitude 

Pearson Correlation 1 .313** 

Sig. (2-tailed)  .000 

N 166 166 

Learner’s motivation 

Pearson Correlation 1 .578** 

Sig. (2-tailed)  .000 

N 166 165 

Computer Anxiety 

Pearson Correlation 1 .158* 

Sig. (2-tailed)  .042 

N 166 166 

Social Support 

Pearson Correlation 1 .695** 

Sig. (2-tailed)  .000 

N 166 166 

**. Correlation is significant at the 0.01 level (2-tailed). 

 

Overall, as shown in table 3, there is a positive correlation between all the factors contributing to self-efficacy. They are online 

learning technology experience, learners' attitude, learners' motivation, computer anxiety, and social support) Furthermore, self-

efficacy for using online learning technology, all the p-value<0.05. Hence the H1 accepted, and Ho rejected. It can conclude that 

online learning technology experience, learners' attitudes, learners' motivation, computer anxiety, and social support significantly 

influence the respondents' self-efficacy for using online learning technology.  

 

However, the strength differs from weak to strong. Based on above table there was a strong, positive correlation between social 

support and self-efficacy (r = .695, N=166, p < .001). However, the correlation between learners’ motivation and self-efficacy is 

moderate (r = .578, N=166, p < .001). It is similar to correlation between online learning experience and self-efficacy (r = .495, 

N=166, p < .001). Result indicated that learners’ attitude has weak correlation with self-efficacy (r = .313, N=166, p < .001). Finally, 

the result revealed that computer anxiety has very weak correlation with self-efficacy(r = .158, N=166, p < .001).  

 

The respondents in this study agreed that the main factors that correlate with their self-efficacy on online learning technology are 

social support. It means that support from their parents, lecturers, and friends plays a vital role in influencing their self-efficacy using 

online learning technology. It is exciting to show that their motivation and attitude only moderately influence their self-efficacy on 

online learning technology. Finally, even though computer anxiety has significant with self-efficacy, however, it is very weak. It is a 

good sign that mainly respondents have experience in online technology; this is the first time online learning has become mandatory.  

Chi-Square Test 

In this study, researchers are running the Chi-Square test to identify the relationship between the respondent's genders, the 

respondent's age, and the dependent variable (self-efficacy) to identify the relationship. 

 

The analysis of the chi-square based on the following hypothesis: 

 

Ho: There is no significant relationship between genders and self-efficacy in online learning technology universities at Shah Alam. 

H1: There is a significant relationship between genders and self-efficacy in online learning technology universities at Shah Alam. 
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Table 4 Chi-Square Table between Genders and Self-Efficacy 

 Value df 

Asymptotic Significance 

(2-sided) 

Pearson Chi-Square 31.133a 23 .120 

Likelihood Ratio 37.820 23 .027 

Linear-by-Linear Association 2.474 1 .116 

N of Valid Cases 166   

a. 36 cells (75.0%) have an expected count of less than 5. The minimum expected count is 

.35. 

 

As shown in table 4, shows that there is no significant relationship between genders and self-efficacy. Since the p-value is greater 

than .005 (Pearson Chi-Square = .120 > .005), H0 is accepted and H1 is rejected. It shows that there is not enough evidence to suggest 

a significant relationship between genders and self-efficacy. Therefore, genders were found no relationship between self-efficacy. 

Table 5 Chi-Square Table between Age and Self-Efficacy 

 Value df 

Asymptotic Significance (2-

sided) 

Pearson Chi-Square 55.477a 46 .160 

Likelihood Ratio 65.264 46 .032 

Linear-by-Linear Association 4.564 1 .033 

N of Valid Cases 166   

a. 62 cells (86.1%) have an expected count of less than 5. The minimum expected count 

is .09. 

 

The analysis of the chi-square result is based on the hypothesis below: 

Ho: There is no significant difference between age and self-efficacy on online learning technology in Shah Alam universities. 

H1: There is a significant difference between age and self-efficacy on online learning technology in Shah Alam universities. 

As shown in table 4, there is no significant relationship between age and self-efficacy. Since the p-value is greater than .005 (Pearson 

Chi-Square = .160 > .005), H0 is accepted and H1 is rejected. It shows that there is not enough evidence to suggest a significant 

relationship between age and self-efficacy. Therefore, age was found no relationship between self-efficacy. 

 

V. Conclusion and Recommendation  

This study's most significant finding reveals that students have self-efficacy on online learning technology, even though this is the 

first time they use it as mandatory learning. The study also highlighted that social support in online learning. Interestingly, the 

study's findings also indicated that females and males and different ages have similar opinions on the factors that contribute to 

online learning technologies.  

 

Overall, the study is beneficial to higher learning institutions, academicians, students, and society. Besides, it contributes to the 

world of knowledge in the area of technology for teaching and learning.  Each of the stakeholders can know their role and 

contribution to the ease of online learning.   

 

However, this study has some limitations, such as the key factors limiting to online learning technology experience, learners' 

attitudes, learners' motivation, computer anxiety, and social support. Besides, the sample's number only limit to universities in a 

city, which may not generalize the large population.   Hence, future study is needed with other different factors and with the large 

population. Finally, the comparison study among universities and different states or different countries, or different methodology 

such as qualitative, can understand more on factors that contribute to self-efficacy on online learning among university students. 
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Abstract: Due to the rapid growths in Light Emitting Diodes, VLC (Visible Light Communication) has received a great 

attention in last years. Our main aim of this research work is to build the wireless VLC (Visible Light Communication) 

system which should be able to transmit the data in-between two computers with the use of a visible light. We are using an 

LED array as the transmitter, Light Dependent Resistor (LDR) as the receiver component and air as the transmission 

medium. In both the transmitter and receiver modules, we are using Arduino UNO microcontroller board. Two computers 

have been used to interface the software to the hardware with the help of Arduino IDE installed to both of them. If we want 

to check the performance of VLC system with MIMO, commercial optical system simulation software called OptiSystem7.0 

from Optiwave can be used. The layout diagram for both SISO (Single Input Single Output) and MIMO (Multiple Input 

Multiple Output) communication has been generated and has been run and the BER (Bit Error Rate) performance is being 

analyzed. FSO (Free Space Optical) communication channel is used as transmission medium for both SISO and MIMO. 

Data transmission and reception for 100 meters is done using OptiSystem software. The eye diagram of BER analyzer 

showed that the maximum quality factor of MIMO is relatively large when compared to SISO. 
 

Index Terms: SISO (Single Input Single Output), Visible Light Communication (VLC), Light Emitting Diode (LED), 

Arduino, MIMO (Multiple Input Multiple Output). 

________________________________________________________________________________________________________ 

I. INTRODUCTION  

In the last decade, the demand for data usage has increased exponentially. All the peoples want to be connected to internet whole 

time, on multiple devices at the same time, update the latest happenings at each place etc. With the advancement of IOT (Internet 

of Things) more and more devices will get connected to the LTE which will result in speed decrement and congestion. Considered 

multiple options and of them was to utilize the unused visible light spectrum to solve this crisis and it risen the new concept called 

Light fidelity (Li-Fi). As the meaning of those terms are one and the same. Li-Fi is the kind of visible light communication structure. 

VLC is also a part of the Optical Wireless Communication. These techniques can enable the communication by modulating the 

light in the visible spectrum, which can mostly be used for the illumination resolves [1]. Li-Fi is unique because here the same light 

is being used for communication purpose and also illumination. Radio wave spectrum is very limited and visible light spectrum is 

made use for the communication determination.  

 

Visible light communication, as the name says it is a communication technique based on visible light. This spectrum is a part 

of electromagnetic spectrum and that is surely visible to the human eye. The visible light in common terms is simply called as light 

itself. This mode of communication is wireless. Nowadays, IR (Infrared) systems have been developed to provide more data rate, 

because the conventional systems such as Bluetooth, radio communication and Wi-Fi had low speed. VLC system uses different 

colored LED’s and some colored LED combinations to produce white light. Some filters will be used in the receiver side to separate 

different colored lights. White LED’s are the most widely used ones in visible light communication system. In order to achieve high 

data rate in our hardware, we made use of array of LED’s. The array of LED’s provides better illumination as well as to achieve 

peak data rate. New modulation and multiplexing techniques are developed and used by the researchers to provide high data rate. 

LED flashlights and lasers are used in some applications which require high intensity light for long distance communication [1]. 

 Taking Li-Fi as a consideration, it is a type of visible light communication method. It offers unlicensed spectrum and thus 

users can utilize wider range of bandwidth. Visible light is very much harmless to use, as any health hazards will not happen through 

it. This is because visible light don’t penetrate through the wall, whereas electromagnetic waves can easily penetrate through the 

walls. Wi-Fi is not permissible in some of the hospitals due to harmful radiations. The direct line of sight (LOS) is one of the basic 

requirements for any kind of visible light communication. LOS between transmitter and receiver should be proper to achieve better 

data rate. If any obstacle/object or undesired wave come in between the transmitter and receiver, at that time the line of the sight 

gets disturbed and it cause denial of service (DoS). But the major advantage of using visible light spectrum is that, any hacker or 

intruder outside the room will not be able to utilize data. Because of this reason more secure communication takes place [2].  
SISO (Single Input Single Output) systems are most of the times used for smaller applications. Adding MIMO (Multiple Input 

Multiple Output) technology along with VLC is a better idea for larger applications in real time. In this paper we have designed a 

hardware setup for PC to PC communication using VLC. This is a SISO system and an experimental setup for smaller distance. 

This can be further improved if high intensity light sources are used. And to check the advantages of including MIMO in VLC 

system, we did some simulations. The BER (Bit Error Rate) performance of both SISO and MIMO is analyzed. As this is indoor 

VLC application, distance between transmitter and receiver is set in terms of meters. In case of outdoor scenario, distance can be 
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increased up to kilometer range. But the FSO (Free Space Optical) channel should be used and atmospheric conditions must be 

taken into consideration. 

II. LITERATURE REVIEW 

Some papers which are related to visible light communication, MIMO, LED, free space optics, etc are referred for this project 

work. Satish R. Devane & Zashi P. Choudhari have designed high sensitive universal Li-fi receiver. The main aim was to enhance 

the data communication. In this research paper, authors describes the working and characteristic features of LED based visible light 

communication. They showcase the advantages of using non-hazardous LED light [3]. Shaik.Shakeera et.al designed a Computer to 

Computer File Transfer system with the use of Li-Fi Technology. The main aim of their work was about text data transmission. Text 

transmission from PC to PC is executed with better speed than Wi-Fi. Their work is an inspiration to develop hardware model for Li-

Fi. In future scope, authors highlighted about Li-Fi hotspots, which can be transmitted in Gbps order [4]. 

Akash Gupta et.al developed a Cascaded FSO-VLC Communication System. Both VLC and FSO are the major areas of interest 

in our work. The performance of FSO-VLC system is being analyzed by them. Different indoor and outdoor parameters are 

considered in their work. Their work provides a solution to spectral congestion problem faced by most of the wireless 

communication types [5]. Chetna Verma and Chetan Selwal used diversity technique invisible light communication system. Along 

with that they included 4 QAM (Quadrature Amplitude Modulation) OFDM (Orthogonal Frequency Division Multiplexing) FSO 

(Free Space Optical) link. Authors simulated utilizing OPTISYSTEM 12 version. They designed 4QAM OFDM FSO link in three 

different stages. And also the performance of the system for different environmental conditions was simulated and analyzed [6]. 

Hammed G. Olanrewaju et.al illustrated MIMO-OFDM system in their paper. The BER plots obtained in their simulation show 

that high performance gains are achieved by using DPWC (Dual Pair-wise Coding) [7]. Fabian Harendran Jesuthasan et.al designed 

SISO-VLC and 2x2 MIMO setup. They transmitted the audio sound through both the setups. They concluded that quality and 

receiving range was improved in MIMO-VLC when compared to SISO-VLC system [8]. 

 

III. HARDWARE MODEL 

The hardware model consists of two PC’s (Personal Computers) at both transmitter and receiver side. And also two Arduino 

UNO boards are required at the transmitter and receiver modules. Arduino UNO is the hardware which is fully based on the 

microcontroller ATmega 328P. It is having 14 digital input/output pins out of which, we can use 6 as PWM outputs, 6 as analog 

inputs, a 16 MHz quartz crystal, a USB connection, a power jack, a reset button and an ICSP header [9]. LED array is used as source 

of illumination and as data transmitter [10]. LED arrays are assemblies of LED packages that provide high intensity light. The white 

LED’s are being used in this hardware model. TIP122 is a bipolar transistor and is used at the transmitter side circuit. The main 

thing to remember about this transistor is that it allows a current of 5 A to flow from the emitter through the collector and 120 mA 

from the emitter through the base to flow [11]. The hardware is shown in Fig.1. 

 

 
 

Fig.1: The hardware of PC to PC communication transmitter and receiver 

 

Coming to the receiver side there is a LDR Sensor Module which can be used if we want to detect the presence of light or if 

we want to measure the intensity of light. The output of this module goes to high level whenever the presence of light is there and 

it also goes to low level whenever the absence of light is there [12]. A single LDR module will be used and can detect the light for 

around 15 centimeter distance. The Arduino IDE and X-CTU software (serial terminal software) was installed in both PC’s. The 

embedded C programming is done on Arduino IDE of both transmitter and receiver side and are compiled. Once both transmitter 

and receiver side codes are compiled without error. The programs are then dumped into Arduino UNO boards after connecting the 

PC using USB connector. Once connections and program dumping is over, the message is typed on the serial monitor of transmitter 

side PC. The same message will be displayed on the receiver side PC’s serial monitor. The text transmission was successful for 

smaller distance that is around 15 centimeters. To further check the performance of Visible light communication for larger distance 

and for real time applications, layout design and simulations are done using OptiSystem software. 
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IV. SIMULATION SYSTEM MODEL 

In this proposed system, commercial optical system simulation software (OptiSystem7.0) from Optiwave is used. The layout 

diagram for both of Multiple Input Multiple Output & Single Input Single Output have been generated and has been run and the 

BER performance is being analyzed. A CW (Continuous Wave) laser diode is used at transmitter side with 1W power and visible 

light frequency. A CW laser with frequency of red color is used, that is 700 nm. A pseudo random bit sequence generator is used 

for data bits generation which supports a high data rate of about 35G bits/second. Both data bits and laser light will be fed into a 

Mach-Zehnder modulator. This MZ modulator is used for controlling the amplitude of an optical wave. Optical amplifier is used to 

increase the signal strength. FSO (Free Space Optical) Channel is used as communication channel. This FSO is not only meant for 

indoor communication, it is suitable for free space communication as well [13]. FSO is a form of optical communication technology 

where larger distances can be covered [14]. I have done data transmission and reception for 100 meters. But it is even possible to 

communicate in terms of kilometers. As this project is based on indoor VLC, a 100 meter distance is more than enough for indoor 

applications. 

At the receiver side, Avalanche photodiode is being used. It is extremely sensitive semiconductor photodiode that feats 

photoelectric effect to covert light into an electricity. For long range communication, this APD is very much suitable when compared 

to other diodes [15]. The Bessel filter is enhanced to offer a constant group delay in the filter pass-band, while forfeiting intelligence 

in the magnitude reply. 3R regenerator is a subsystem based on the Data Recovery component and a NRZ (Non Return to Zero) 

pulse generator. Instead of connecting the bit error rate analyzer to input signals, this component 3R regenerator can be used to 

recover the bit sequence. The reference signal is nothing but the output signal itself [16]. Electrical and optical power meters are 

connected to some components to check the power dissipation over distance. 

 

A general modulation format which can be useful in optical communication is Non-return to zero. It is also known as OOK (On-

Off Keying) because during any communication, the light source will be switch on and off and it depends on logical value of binary 

data signal. The logged trace can be disjointed into 1.5 or 2 bit segments and then they are covered on the top of each other so that 

it will form an eye diagram. For signal deficiency detection in OOK signaling we can also use eye diagram. BER analyzer is used 

at the receiver to know the BER performance [17]. As both SISO and MIMO layouts are designs. BER performance of MIMO over 

SISO is compared. The layout diagram of SISO VLC is as shown in Fig.2. A single transmitter and single receiver with one FSO 

channel are used in layout. The BER analyzer can automatically calculate the bit error rate and a Quality factor. 

 

 

Fig.2: The layout of SISO (Single Input Single Output) Visible light communication transceivers using FSO channel. 

 

MIMO takes benefit from the spatial multiplicity and it receives multiple autonomous copies of same signal at the receiver 

side. MIMO system will increase signal to noise ratio & BER [8]. The optical amplifier power is increased in the layout design, as 

we have to transmit more power. The MIMO technology can also increase data rate. And it is also capable of improving the system 

dependability through spatial multiplicity [7]. In the layout of MIMO transceiver, four transmitters and receivers are used. A 1 to 

N fork is used to multiply the number of transmitters. And power combiner is used at the receiver side to multiply the receiver 

blocks. The layout designed for MIMO VLC system using OptiSystem software is shown in Fig.3 below: 
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Fig.3: The layout of MIMO (Multiple Input Multiple Output) Visible light communication transceivers (4x4 MIMO) using 

4 FSO channels. 

 

V. SIMULATION PARAMETERS AND RESULTS 

The Q factor is a degree of how noisy a pulse is, this is for analysis commitments. The oscilloscope will normally produce a 

report that shows the Q factor number. A larger number of Q factor in the result means that the pulse is relatively free from noise. 

The eye diagram of BER analyzer shows that the maximum Q factor of MIMO is relatively large when compared to SISO. The 

BER analyzer output for SISO and MIMO is as shown in Fig.6 and Fig.7 respectively. That is 10381.4 and 10902.6 is the maximum 

Q factor for SISO and MIMO system respectively. Hence the pulse is relatively free from noise indicating better performance. As 

the distance between transmitter and receiver is 100 meters, this can be implemented in SISO form and also as MIMO form for 

larger applications.  

 

Almost all the parameters considered for SISO and MIMO are same except optical amplifier gain. As the number of transmitters 

and receivers are more in MIMO and there are four FSO channels. The optical amplifier gain is multiplied by four. The simulation 

parameters and their values are listed below in tabular form. Table 1 show the parameters which are considered for the simulation 

purpose.   

Table 1 Simulation Parameters 

Component Parameter value 

PR bit sequence generator Bit rate 35Gbps 

CW laser Frequency 

Power 

700nm 

1Watt 

Optical Amplifier Gain 

 

Noise figure 

20dB (SISO) 

80dB (MIMO) 

4dB 

FSO channel Range 

Attenuation 

100 m 

25dB/Km 
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Fig.6: BER analyzer output of SISO (Single Input Single Output) Visible light communication transceivers using FSO 

channel. 

 

Fig.7: The BER analyzer output of MIMO (Multiple Input Multiple Output) Visible light communication transceivers ( 4x4 

MIMO) using 4 FSO channels 

VI. CONCLUSION 

This paper is all about data transmission through visible light. Using the visible light spectrum, data transmission from one PC 

to another is successfully done for smaller distance. For longer distance communication, simulations are done by transmitting data 

at a bit rate of 35Gbps. Both SISO and MIMO VLC systems are designed and simulated. The distance is set to 100 meters and is 
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sufficient for indoor VLC system. In future work, FSO channels can be implemented for outdoor communication purpose with 

distance in terms of kilometers. But, in outdoor VLC, atmospheric conditions should be taken into consideration for speedy 

communication. 
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