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Abstract: As Artificial Intelligence and Machine Learning have grown at a rapid pace in recent years, so has the amount of
data on the internet. As a result, consumers find it difficult to select the precise information they desire, and learners find it
difficult to suggest users exactly what they require. Here, recommendation systems come into play to point consumers in
the direction of the content based on their preferences. This study aims to explain the creation and implementation of Movie
Recommendation Systems in the Context of Recommendation of Movies and TV Shows on Online Streaming Platforms.

Movie proposal in Web climate is fundamentally significant for Internet clients. It completes thorough accumulation of
client's inclinations, surveys, and feelings to help them find appropriate motion pictures advantageously. Recommendation
systems (RSs) have garnered immense interest for applications in e-commerce and digital media. Recommendation System
is a smart system that offers pertinent information regarding the decisions a user has made. Collaborative filtering and
content-based filtering are two of its useful techniques. this paper is aimed to explain making and implementation of Movie
Recommendation Systems Using Machine Learning Algorithms, Sentiment Analysis and Cosine Similarity.
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I.INTRODUCTION

Recommendation systems are mostly used to assist consumers in receiving results that are tailored to their interests. By using a
machine learning algorithm that has a target based on the viewer search, recommendation systems can also be utilized as a filtering
strategy to isolate the best result from a set of anticipated results. Web-based models are required to provide consumers with movie
recommendations. As Movies can be categorized based on genres like drama, comedy, action, drama, animation, and thrillers.
Another technique to categorize movies is to use metadata such as actors, year of release, language, or director. By using the user's
prior search terms and viewing history, the vast majority of online video-streaming services today provide a variety of related
television shows and movies to the user.

These movie recommendation systems assist users in finding the films or television shows of their choice, saving them time when
making viewing decisions. The major objective while developing a movie recommendation system is to make it trustworthy and
effective in order to give people choices that are specifically tailored to their needs. Basically, there are two categories of
recommendation systems: content-based filtering (CBF) and collaborative filtering (CF) [1].

As humans, we have a tendency to make judgements based on facts and data that we already have stored in our brain from searching
the web, and this behavior gives rise to the notion of Collaborative Filtering. When two users' ratings are similar, they are regarded
to be like-minded. While in the instance of content-based filtering, suggestions for results are made based on how contextually related
two items are. In the modern world, the internet has become an essential component of daily life. Users also struggle with the issue
of too much knowledge being available. Many applications, such as online shopping portals, netflix, amazon, have a recommendation
system as their core feature. This paper focuses on movie recommendation system because movies are a significant source of leisure
and entertainment in our lives. So, we propose a movie recommendation system by combining movie reviews datasets from various
sources, such as Kaggle, where we take 5000+ different movies dataset till 2017 and Movie metadata dataset, as well as data from
Wikipedia of movies from 2018 to 2022 and their reviews for sentiment analysis from TMDB website using TMDB API.

Il. RELATED WORKS

Recommendation Systems are regarded as one of the most effective knowledge management engines, assisting us in filtering out
irrelevant material and providing focused data based on feedback from previous data and similar data from user searches. Many
recommendation systems have been presented to date, using various methodologies for computing such as Content-based filtering,
Collaborative filtering, and hybrid models for recommendation. Sentiment Analysis is also used to increase the effectiveness of
recommendations.

IJIRMPS2301008 Website: www.ijirmps.org Email: editor@ijirmps.org 1



https://www.ijirmps.org/
http://creativecommons.org/licenses/by-sa/4.0/

A. Efficient Bayesian Hierarchical User Modeling in Recommendation Systems

Providing users with individualised recommendations has been regarded as a serious challenge in the IR community since the 1970s.
The techniques used to address this issue are classified into two types: content-based filtering and collaborative filtering. The scenario
of content-based filtering is that a recommendation system screens a record stream and sends reports to the corresponding user that
match a user profile. This study advances content-based recommendation research by improving the skill and feasibility of Bayesian
hierarchical linear models, which have a strong theoretical background and great empirical performance on recommendation tasks
[10][11]. This work makes no attempt to compare and contrast content-based and collaborative filtering or to handle the issue
appropriately. According to this research, one compliments the other, and content-based filtering is especially useful for processing
new reports/items with little or no user comments.

Due to the scarcity of information in IR applications, the generally employed EM method gradually merges data. This research
proposes a novel quick learning method dubbed "Modified EM" for mastering a wide range of user profiles. This work uses a
Bayesian hierarchical modelling technique to solve the cold start problem. Several experts have shown that this technique successfully
balances shared and user-explicit data.

As a result, each user's initially inadequate performance is reduced. The EM algorithm is a popular boundary learning approach due
to its ease of use and assembly assurance. However, a content-based recommendation system frequently works with reports in a very
high-dimensional space, with each record represented by a relatively small vector. A comprehensive evaluation of the Expectation
maximisation (EM) algorithm in this case reveals that, because to the limiting condition of the information elements, the EM method
meets gradually. The "Modified EM algorithm,” which is a better learning algorithm, is created by modifying the normal EM
algorithm. Rather than calculating the mathematical answer for all of the user profile boundaries, For some element measurements,
we infer the informative arrangement of the boundaries and employ the scientific arrangement rather than the mathematical
arrangement determined at the E venture for those boundaries at the M advance. This drastically decreases processing at a single EM
focus while also speeding up the learning algorithm. The Bayesian hierarchical modelling approach is becoming a prominent user
profile learning approach due to its hypothetically argued capacity to help one user through information flow from diverse users via
hyperpriors. This work investigated the drawbacks of the well-known EM-based learning methodology for Bayesian hierarchical
linear models, as well as an improved learning method known as the Modified EM algorithm.

B. Content-Based Filtering for Movie Recommendations

The similarity of the products is what drives the recommendation algorithm. The general concept is that it is highly likely or
recognized that if you enjoy one thing, you will also enjoy a related product. When a product's property or attributes can be easily
ascertained, it works well. A content-based recommendation system for movies may make a movie recommendation based on
information explicitly provided by the user, after which a user profile is created. This profile is also used to generate suggestions,
which get better with time.

"Concepts of Term Frequency and Inverse Document Frequency are utilized for filtering systems and information retrieval" in
content-based systems.[5] These words are mostly used to assess the significance of any movie. The frequency or count of times a
word appears in a document is referred to as term frequency. In contrast, the total set of documents is represented by inverse
document frequency. For example, let us say we type "The result of English Premier League" into a search engine. It is fairly certain
that for any other search query, the word "The" will appear more frequently than "English premier league." As a result, "English
premier league" is particularly significant in relation to "The." In these situations, weighting based on word frequency and inverse
document frequency is utilized to assess importance [5].

I11. SENTIMENT ANALYSIS

Sentiment analysis is a subfield of natural language processing (NLP) that aims to automatically identify and extract subjective
information from text data. It involves classifying texts or parts of texts as either positive, negative, or neutral with respect to a certain
topic or subject. Sentiment analysis can be used to help businesses and organizations understand the sentiment of social media posts,
customer reviews, and other forms of online or written communication. It can also be used to monitor brand reputation and customer
satisfaction. There are various techniques and approaches for performing sentiment analysis, including rule-based methods, machine
learning-based methods, and hybrid approaches that combine both. Some common challenges in sentiment analysis include dealing
with irony, sarcasm, and negation, as well as handling subjectivity and cultural differences in language use. Sentiment analysis is the
process of interpreting, processing, summarising, and reasoning emotional text. This approach was used in to calculate the polarity
and trust of review sentences. Previously, Pang et al. classified the emotional polarity of movie commentary text into positive and
negative using part of speech (POS), N-gram grammar (n-gram), and maximum entropy (ME). Turney investigated the polarity of
text emotion using unsupervised learning in machine learning. The word pair was extracted from the feedback using tags, and the
emotional polarity of the text was then determined using the Pointwise Mutual Knowledge and Information Retrieval (PMI-IR)
method by comparing the similarity between terms in the text and words in the corpus[2].

The authors of suggested using the sentiment analysis model VValence Aware Dictionary and Sentiment Reasoner (VADER). Lexical
features were coupled with five broad rules that combine grammatical and syntactic standards for expressing and emphasising
emotion strength. Positive information is presumptively expected to have a positive impact, whereas negative information is
presumptively expected to have a negative impact. Based on this discovery, some research conducted user reviews using sentiment
analysis and determined the polarity of the outcomes. After that, users were guided to the movies with the most encouraging
content[6][7].
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1V. PROPOSED METHODOLOGY

A content-based recommender system is proposed in this paper whose results are improved using sentiment analysis, cosine
similarity score and AJAX.
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Fig 2. Proposed Movie recommendation system.

1V.1 Data Collection

The API is used to retrieve movie tricks (title, category, duration, rating, banner, and so on) from TMDB. Kaggle is the world's
largest data science community, with strong tools that enable users to explore and share data sets, as well as test and construct
models in a web-based data-science credit marketplace. Credit.csv from Kaggle gives information about the reaction to various
movies and character reviews. The recommender system will be built using two databases: the first is a movie dataset of the top
5000 movies till 2017 and the movies metadata dataset, both of which are available on Kaggle, and the second is a Wikipedia
database containing a list of movies from 2018 to 2022. TMDB (The Movie Database) uses an API to retrieve the movie's finer
details, such as title, class, runtime, rating, banner, and so on. The Movie Database (TMDB) (themoviedb.org)

1V.2 Data Pre-processing

After the data is imported and visualized, we pre-process the data for training and testing purposes. Collected data must be labeled
or tested with a feature extractor. Certain data features are selected in the Data Frame. Movie_metadata.csv contains information
such as Movie title, director name, actor name, title, category, duration, rating, etc. on line 5043 and 28 columns. Credit.csv file
downloaded from Movie Database, Kaggle contains 45476 rows and 8 columns.

1VV.3 Web scraping from Wikipedia using Python

Web removal is a copying technique where specific data is gathered and copied from the internet, typically posted to a local
website or spreadsheet, for subsequent retrieval or analysis. Downloading and uninstalling a web page's component is required to
remove it. The lack of data on Kaggle between 2018 and 2022 provides a justification for removing the characteristics of films
and the characters from those films from Wikipedia.

1VV.4 Data Processing

After generating the datasets, we prepare the datasets using the “pandas” & “NumPy” library in python to create different data
frames. The datasets will be divided into different groups and frames that is required for the next step, that is, transferring the data
to the frontend using Flask framework (A python web framework). The dataset will be combined as a multiple list as a dictionary
which can be passed to the html file so that it can be processed easily and the order of information will be preserved.
KEY:VALUE pair where KEY= [Movie, Cast, title, category, duration, rating, and so on]
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1.5 Sentiment Analysis (Training & Prediction)

In this approach, we want to use NLP (Natural Language Processing) for sentiment analysis. We read the feedback from the.txt file
into an ipynb file. To obtain user reviews from the IMDB website, we use web scraping. The text is processed using NLTK (Natural
Language Tool Kit) and the TFIDF (Term Frequency - Inverse Document Frequency) vectorizer. It aids in determining the
significance of a word in a collection/corpus text, because this tells us which terms appear the most in the text [8].
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Machine
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ey —[ T T T T]— algorithm
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|
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Fig 3. Workflow of Sentiment Analysis

1VV.6 Naive Bayes
Naive Bayes is a popular algorithm for classifying text. Although it is simple, it often performs as well as much more complicated
solutions. A naive Bayes’ classifier works by figuring out the probability of different attributes of the data being associated with a
certain class [4]. This is based on Bayes' theorem.
The Theorem is: -

P(AIB) =P(BIA), P(A)P(B)P(AIB) =P(BIA), P(A)P(B).

This states "the probability of A given that B is true equals the probability of B given that A is true times the probability of A being
true, divided by the probability of B being true."

IV.7 Similarity Scores:

How does it determine which item is most comparable to the item liked (or selected in our case) by the user? Here comes the
similarity scores. It is a numerical value ranges between zero to one which helps to determine how much two items are similar to
each other on a scale of zero to one. This similarity score is obtained measuring the similarity between the text details of both of
the items. So, similarity score is the measure of similarity between given text details of two items. This can be done by cosine-
similarity.

1V.8 Cosine Similarity
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Fig 4. Cosine Distance/Similarity
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Cosine similarity is a metric used to measure how similar the documents are irrespective of their size. Mathematically, it measures
the cosine of the angle between two vectors projected in a multi-dimensional space. The cosine similarity is advantageous because
even if the two similar documents are far apart by the Euclidean distance (due to the size of the document), chances are they may
still be oriented closer together. The smaller the angle, higher the cosine similarity.

1V.9 AJAX Request:
The request method will send the client a search in the form of a query.

Browser client Server-side systems
HTML¥CSS data XML data
—

Datastores,

il backend

USER NI AND/OR ot
INTERFACE XML P e g

SERVER y

JavaSeript Call HTTP request systems

—

Fig 5. AJAX working

AJAX is stand for Asynchronous JavaScript and XML. AJAX requests are requests made by AJAX applications. Typically, it is an

HTTP request done by (browser-resident) JavaScript that encodes the request and/or response data with XML. Ajax is a set of web
development methodologies that use a variety of web technologies on the client side to generate smaller web applications. Web
applications can submit data to a server and retrieve it in sync thanks to Ajax. Python Data can be displayed on the client side using
Ajax in the form of Request and Feedback [9].

V. RESULTS

V.1 Landing Page:

This is the project's home page. The input field is a form that accepts a string of movie data and sends it to the back-end for pre-
processing from the database. AJAX is then used to return the results to the client side.

Hey there!

Don't worry if the movie that you are looking for is not auto
suggested while typing. Just type the movie name and click on
“enter". You will be good to go even though if you made some
typo errors.

Fig 6. Landing Page.
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V.2 Search result:

The output generated by the Search engine will be the movie name entered by the user. This is the result of our project, where in
the string gets processed at the back-end and the details of movie along with genre, overview, runtime, rating, status, top cast,
name, year of realized etc. are displayed at the client side.

THE AMAZING SPIDER-MAN 2

sPIDER P THE AR ZIN TITLE: The Amazing Spider-Man 2

OVERVIEW:

For Peter Parker, life is busy. Between taking out the bad guys as Spider-Man and spending time
with the person he loves, Gwen Stacy, high school graduation cannot come quickly enough. Peter
has not forgotten about the promise he made to Gwen’s father to protect her by staying away, but
that is a promise he cannot keep. Things will change for Peter when a new villain, Electro, emerges,
an old friend, Harry Osborn, returns, and Peter uncovers new cluesabout his past.

RATING: 6.483/10 (11,675 votes)

GENRE: Action, Adventure, Fantasy
RELEASE DATE: Apr 162014
RUNTIME: 2 hour(s) 21 min(s)

STATUS: Released

TOP CAST

(Click on the cast to know more)

Andrew Garfield Emma Stone Jamie Foxx Dane Dehaan Colm Feore Felicity Jones Paul Giamatti Sally Field Embeth Davidtz
Character: Peter Character: Gwen Character: Max Character: Harry Character: Donald Character: Felicia Character: Aleksei Character: Aunt May Character: Mary
Parker / Spider-Man Stacy Dillon / Electro Osborn / Green Menken Hardy Sytsevich / The Parker

Goblin Rhino

Fig 7. Search Result.

V.3 Web Scraping:

The cast portion of a movie uses Web scraping to display the cast's information. This is the outcome of the web scraping phase, in
which the information about each actor who appeared in the film was obtained from Wikipedia.

Andrew Garfield

Birthday: Aug 20 1983
Place of Birth:

Blography

Fig 8. Web Scraping.
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V.4 Sentiment analysis:

This is the project's sentiment analysis section, where user reviews are displayed and classified as positive, negative, or neutral
using sentiment analysis.

USER REVIEWS

Comments

8/10- 1 know 1am definitely in the minority on this one, but | for one feel that this 2014 sequel is not only not the "worst Spider-Man movie” but actually improves on its predecessor by doubling down on heart, the swoon-worthy chemistry between
Garfield and Stone, and jaw-dropping visual effects.

*....and washed this spider up." One pretty much expects Bond Girls to die. Every time Agent 007 gets hitched, his bride catches a bullet almost before the wedding bouquet is tossed. But when a movie's heroes are perky high school kids, movie
goers expect more longevity than that enjoyed by Bond Gals. It's depressing enough when teens turn out to have their whole lives BEHIND them on Graduation Day in real life. Film escapism demands that trailers or previews must provide at leasta
kemel of truth-in-advertising. You expect teens to die in CARRIE, because the previews explicitly show that it's a horror flick. (Even Harry Potter's hapless "Cedric Diggory” character is a pretty minor plot sacrifice, thus no exception to this rule.) Teens
are the number one demographic for movie multiplexes, so responsible exhibitors should refrain from biting the hand that feeds them. High schoolers also are the most easily influenced film fans. Ever since the rash of suicides and suicides-by-cop
inspired by the 1950s film REBEL WITHOUT A CAUSE, Hollywood studios have made an implicit pact with parents NOT to blindside them with another wolf in sheep's clothing like REBEL. However, AMAZING SPIDERMAN 2 s in clear violation of this
understanding. Therefore, it can be rated *8" for college kids, but deserves a cautionary 4-out-of-10 for your impressionable high schoolers.

Both Amazing Spider-Man films get a lot of hate, and while for me they weren't as bad as all that(if anything personally they were moderately enjoyable films) I do agree with a lot of the criticisms for both. Some say the sequelis better, personally the
firstwhile being very over-familiar and unevenly paced and with a severely underdeveloped villain the first wasa little better but stll fell far short. There are good things about the sequel. Once again itis very stylishly made and the special effects are
better this time round, while the action sequences provide some thrills. The chemistry between Peter and Gwen is still sweet, Peter at the grave is actually quite moving and the closest the film ever gets to having any emtional impact and some of
the acting is good. Andrew Garfields performanceis much better here, he doesn't ever quite capture Spider-Man's vulnerability but he is much less smug and tones down the quirkiness. Emma Stone is a charming and very likable Gwen, Sally Field
gives seasoned support as Aunt May although she doesn't have much to do and Dane DeHaan does a great job showing Harry Osborn's slow descent into fear and loneliness. However, Jamie Foxx despite looking really cool doesn't do anything with
Electro and looks lost and Paul Giamatti is completely wasted and gives a rare bad performance. The script and the way the characters are written don't help, the scriptis very thinly sketched and tries to balance comedy and pathos and does so
awkwardly, to the extent the comedy feels overly-broad and out of place and the pathos apart from one part is non-existent literally. And the film does suffer from too many characters and most of them with little development, with the two leads the
most interesting characters. There are two too many villains(the same problem that Spider-Man 3 had) and none of them developed very well, Osborn/Green Goblin just about musters due to DeHaan but his development sill feels rushed and some
of his actions out of the blue, the villain also deserved a muich better resurrection which was cheaply done. Like Lizard in the first film Electro is very one-dimensional with no motivation, or shall we say no obvious one, and Rhino feels like  just:there-
for-the-sake-of-it character. The story doesn't suffer from being over-familiar like the first Amazing Spider-Man but it does suffer from a very sprawling structure and a lot of it feels over-stuffed and plodding. The music hasits moments and does fit
better than James Homer's for the first Amazing Spider Man but it does lack pace and one of those pleasant-to-listen-to-but-easily-forgettable scores, three composers are credited and the score sometimes sounds like that is the case. Allin all,
moderately enjoyable and visually impressive, and Garfield is much more at ease here, but it does suffer from trying to do too much and feels empty and emotionally-lacking. 5/10 Bethany

17 April 2014 Film of Choice at The Plaza, Dorchester Tonight - The Amazing Spider-Man 2 (3D) - Marvellous Marvel does it again. If nothing else a Marvel film is entertaining, but this film was definitely better than just entertaining. A mix of superhero,
ordinary folk, internal struggles and battles against the bad guys, this film also had quite a few laugh out loud moments too. One of the most telling story lines yet this episode deals with the internal struggles that Peter Parker goes through to balance
his everyday life, with family, love of his girl and his obligation to save the general population. | know as the audience we are privy to all the secrets on the good side and the bad side, but it never ceases to amaze me that the person closest to him, his
Aunt May, has never discovered the spider suit which is just sitting in a heap in his closet, open your eyes lady, the guy you raised from a small boy is one of the coolest super heroes around. | quite like Andrew Garfield as Spider Man, he balances his
fun side with the angst needed to capture this story line to perfection. 3D gets better and better by the waylii!

Lets give a disclaimer here: 1am a comic book nerd-geek and Spider-Man is one of my favorite fictional characters ever, so maybe | am inclined to be fully absorbed by this movie very easily, yet this doesn't take away from my film nerd-fan side that
genuinely thought very highly of this film from a simple filmaking point of view. As storytelling goes | was very-pleasantly surprised to find a really strong grip: it never commits the Spider-Man 3 mistake of being over-crowded and maintains a brilliant
balance on all the characters flowing naturally with a story that feels perfectly fine despite the pressure it had from Sony. It never tries to be over intricate but manages to pull of multiple inter-twining story lines in a magnificent way. Never does it
leave loose ends and that is something | hadn't seen in a comic-book movie fora couple of years. Furthermore it isn't a banal plot, there of course are some clichéd moments but as much as they don't get me in 90% of movies they got me here (credit
to director/actors for making those few feel very spontaneous), it has valid originality and keeps a core fidelity to the source material that deserves high praise. Just as good is the way in which this sequel builds on its predecessor tying up loose ends,
proceeding with minor story lines of the first movie and adding great parts i it. As a director Webb proves to be amazing. The action scenes are complexly put together, with visual brilliance and continuity in them. Great improvement from the first
movie. They really were breathtaking, nail-biting sequences that found me on the edge of my seat continuously. Another visual aspect that is stunning is the swinging sequences of Spider-Man: this is what | always wanted to see but never fully

Fig 9. Sentiment Analysis.

V.5 Movie recommendation:

Sentiment analysis is used to recommend movies based on the genre, the same actors, the directors, etc. The movies that received
the highest rating through content-based filtering are shown. This is what content-based filtering produced.

RECOMMENDED MOVIES FOR YOU

(Click any of the movies to get recommendation)

| THE AMAZING
) SPIGET-MHN Ef £ IMAGINARIUy o

‘h (S CTORPARN Ay

EHIUNTSMAN

/ VE TN R

The amazing spider- Thor: the dark world The imaginarium of Wonder woman 1984 The chronicles of Snow white and the Harry potter and the
man 2 doctor parnassus namia: prince huntsman chamber of secrets
caspian

Fig 10. Movie Recommendation.
VII. Conclusion

The usage of recommendation systems can be a fantastic way to filter information and give users only the pertinent information. In
this research, we present a recommender system that makes use of the TMDB data set and sentiment analysis. Metadata and a social
network are essential factors utilized to recommend movies. The main use of Sentiment Analysis in the proposed model was to
observe reviews of users for a particular movie. Sentiment analysis is helpful in gathering data on audience responses to a particular
movie, and these responses are helpful in making more recommendations. we improve the suggestion process by gathering more
pertinent data regarding user opinions, preferences, etc. It is possible to accomplish this and use all the facts to create a more potent
recommendation system with the help of emerging technology. For our tryouts, we solely took into account films released up until
2022 using a static database. This structure can be studied in a fluid setting that frequently includes fresh films.

The project's accuracy is approximately 98%. Since the project depends on the updated database, it is challenging to obtain all the
information for all updated movies from the database, which results in a 2% accuracy reduction.
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