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Abstract 

The primary goal of this system is to propose an improved method for summarising videos in order to 

present important and concise information to end users. In video, description and keywords are 

important factors in deciding which video to watch. The proposed method’s main idea is to generate 

video descriptions automatically. Our approach is critical in reducing the time spent searching for the 

right video. It aims to save users’ time spent watching unwanted videos by utilising timestamps. One 

of our approach’s primary goals is actual keyword extraction. Extracted keywords aid in the 

discovery of videos containing significant video keywords.Frames, emotions, and speech are used to 

summarise the video. First, the video content is displayed in the frame, followed by a summary of the 

video content. Second, emotion and how it changes over time are combined with the outputted frame 

summarization. Third, audio transcription into text takes place, producing an abstractive summary of 

the audio track. Finally, using natural language processing techniques, the fusion of all 

summarizations (audio, video, emotion) occurs. 
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INTRODUCTION   

Our time has come to see the fundamental significance of advanced innovation in our day-by-day lives. It 

allows us to open a colossal assortment of data. We have infinite media content ranging from pictures to 

large-scale videos. Many videos are transferred to YouTube, Dailymotion, Vimeo, and other video-sharing 

sites each moment. These large volumes of digital data require significant manpower and resources to 

retrieve and process important and relevant information. Various sources of digital media such as 

documentaries, sports matches, and educational videos can be found on the internet. Processing large-scale 

media can become tedious, time-consuming, and heavy on hardware. Therefore, summarization strategies 

are incredibly expected to consume the ever-developing measure of information accessible on the web. In 

essence, summarization is intended to assist us with consuming important data faster. 

 

PROBLEM DEFINATION 

We have infinite media content ranging from pictures to large-scale videos. Many videos are transferred to 

YouTube, Dailymotion, Vimeo, and other video-sharing sites each moment. These large volumes of digital 

data require significant manpower and resources to retrieve and process important and relevant information. 

Various sources of digital media such as documentaries, sports matches, and educational videos can be 

found on the internet. Processing large-scale media can become tedious, time consuming, and heavy on 

hardware. Therefore, summarization strategies are incred1 1 Automatic Video summarization Automatic 

Video Summarization ibly expected to consume the ever-developing measure of information accessible on 

the web. 
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ADVANTAGES OF SYSTEM 

1. Time Reducing system 

2. Reducing Manpower. 

3. Stay connected  

 

LITERATURE SURVEY: 

1. “M. Zhu, ”Video Captioning in Compressed Video,” 2021 6th International Conference on Image, Vision 

and Computing (ICIVC), 2021, pp. 336-341, doi: 10.1109/ICIVC52351.2021.9526927 In this paper, 

Authors propose a video captioning method which operates directly on the stored compressed videos. To 

learn a discriminative visual representation for video captioning, author design a residuals-assisted encoder 

(RAE), which spots regions of interest in I-frames under the assistance of the residuals frames. First, then 

obtain the spatial attention weights by extracting features of residuals as the saliency value of each location 

in I-frame and design a spatial attention module to refine the attention weights and further propose a 

temporal gate module to determine how much the attended features contribute to the caption generation, 

which enables the model to resist the disturbance of some noisy signals in the compressed videos. Finally, 

Long Short-Term Memory is utilized to decode the visual representations into descriptions. We evaluate our 

method on MSRVTT dataset and demonstrate the effectiveness of our approach. 

 

2. ”C. Jung, Su Young Lee and J. Kim, ”Robust detection of key captions for sports video understanding,” 

2008 15th IEEE International Conference on Image Processing, 2008, pp. 2520-2523 In this paper, we 

provide a robust detection method of key captions in sports videos. We also provide a dual binarization 

method easily segmenting texts with different color polarities (i.e. dark and bright texts) from the 

background in the key captions. From this text information, we create the efficient sports navigation system. 

By conducting experiments on a large database, the system performance is demonstrated to be accurate and 

robust. 

 

3. “S. -H. Han, B. -W. Go and H. -J. Choi, ”Multiple Videos Captioning Model for Video Storytelling,” 

2019 IEEE International Conference on Big Data and Smart Computing (BigComp), 2019, pp. 1-4. In this 

paper, Author propose a novel video captioning model that utilizes context information of correlated clips. 

Unlike the ordinary “one clip - one caption” 4 Automatic Video summarization algorithms, author 

concatenate multiple neighboring clips as a chunk and train the network in “one chunk - multiple caption” 

manner. then train and evaluate our algorithm using M-VAD dataset and report the performance of caption 

and keyword generation. The model is a foundation model for generating a video story using several 

captions. Therefore, 4 Automatic Video Summarization in this paper. 

 

4. ”J. Vaishnavi and V. Narmatha, ”Video Captioning based on Image Captioning as Subsidiary Content,” 

2022 Second International Conference on Advances in Electrical, Computing, Communication and 

Sustainable Technologies (ICAECT), 2022, pp. 1-6. The proposed model constructed with the option of 

generating captions with high diversity. Image captions are taken as subsidiary content to enlarge the 

diversity for captioning the videos. Attention mechanism is utilized for the generation process. Generator 

and three different discriminators are utilized to contribute an appropriate caption which enriches the 

captioning process. ActivityNet caption dataset is used to demonstrate the proposed model. Microsoft coco 

image dataset is considered as subsidiary content for captioning. The benchmark metrics BLEU and 

METEOR are used to estimate the performance of the proposed model. 

 

SYSTEM ARCHITECTURE  
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Fig -1: System Architecture Diagram  

 

ALGORITHMS 

● Hashing & Mapping: A cryptographic hash function (CHF)is a mathematical algorithm that maps data 

of an arbitrary size (often called the "message") to a bit array of a fixed size (the "hash value", "hash", or 

"message digest").  

● It is a one-way function, that is, a function for which it is practically infeasible to invert or reverse the 

computation. Ideally, the only way to find a message that produces a given hash is to attempt a brute-

force search of possible inputs to see if they produce a match, or use a rainbow table of matched hashes. 

Cryptographic hash functions are a basic tool of modern cryptography. 

● SVM : In machine learning, support vector machines (SVMs, also support vector networks[1]) are 

supervised learning models with associated learning algorithms that analyze data for classification and 

regression analysis. Developed at AT&T Bell Laboratories by Vladimir Vapnik with colleagues (Boser 

et al., 1992, Guyon et al., 1993, Cortes and Vapnik, 1995,[1] Vapnik et al., 1997[citation needed]) 

SVMs are one of the most robust prediction methods, being based on statistical learning frameworks or 

VC theory proposed by Vapnik (1982, 1995) and Chervonenkis (1974). Given a set of training 

examples, each marked as belonging to one of two categories, an SVM training algorithm builds a 

model that assigns new examples to one category or the other, making it a non-probabilistic binary 

linear classifier (although methods such as Platt scaling exist to use SVM in a probabilistic classification 

setting). SVM maps training examples to points in space so as to maximise the width of the gap between 

the two categories. New examples are then mapped into that same space and predicted to belong to a 

category based on which side of the gap they fall. 

 

RESULTS 
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CONCLUSION  

The proposed system uses text summarization as the primary method of summarizing videos. 

Automatic text summarization is the problem in the field of data science of creating a short and accurate 

summary from a drawn-out report. Automatic text summarization can be utilized in an assortment of uses. 

The increase in popularity of video content on the internet requires an efficient way of representing or 

managing the video. This can be done by representing the videos based on their summary. 
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