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Abstract:  

As Artificial Intelligence (AI) systems increasingly influence decision-making in hiring, finance, 

criminal justice, and public welfare, concerns about algorithmic bias and systemic discrimination have 

become urgent. This article examines how AI systems, often assumed to be neutral, can replicate and 

amplify social prejudices embedded in data or design. Anchored in recent international case law—from 

the U.S., UK, and France—and early Indian experiences with judicial and administrative use of AI, the 

paper explores the emerging legal and institutional responses to algorithmic discrimination. It also 

analyses government reports such as India’s 2025 AI Advisory Framework and the creation of the 

IndiaAI Safety Institute. Building on these developments, a dedicated section synthesizes their legal 

implications and articulates an analytical framework to assign accountability in AI ecosystems. The 

article argues that India must adopt a rights-based, transparent, and auditable regulatory regime to 

ensure fairness in algorithmic governance, bridging the gap between technological advancement and 

constitutional mandates. 
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INTRODUCTION 

Artificial Intelligence (AI) is no longer a futuristic abstraction—it is now embedded in the everyday decision-

making of governments, corporations, and institutions. From recruitment algorithms and predictive policing 

to credit scoring and welfare distribution, AI-powered systems are rapidly transforming how rights are 

exercised, resources are allocated, and power is exercised. While these technologies promise greater 

efficiency, objectivity, and scale, they also carry a significant risk: the reproduction and amplification of 

existing social biases. 

Algorithmic bias—whether stemming from historical data, flawed design, or opaque decision-making—has 

been found to disadvantage already marginalized groups, often without human awareness or recourse. Recent 

international cases have made this risk visible. In Mobley v. Workday and EEOC v. iTutorGroup, courts in 

the United States recognized how AI-driven hiring tools can produce discriminatory outcomes. In the UK, 

Uber Eats was forced to settle a case involving facial recognition technology that misidentified Black workers. 

Meanwhile, a growing body of litigation in France and other EU states has challenged welfare algorithms for 

reinforcing inequality. 

India stands at a critical crossroads. With initiatives like Aadhaar, Digital India, and the National AI Mission, 

the country is embracing AI in governance and service delivery. Yet, despite the Constitution’s robust 

guarantees of equality (Articles 14 and 15) and dignity (Article 21), there exists a legal vacuum regarding 

algorithmic harms. Unlike the European Union, which has introduced a comprehensive Artificial Intelligence 

Act, or the United States, which is considering targeted accountability legislation, India lacks a statutory 

framework to regulate bias in AI. 

This article examines the scope and consequences of algorithmic bias, assesses existing legal and policy 

frameworks, and proposes a structured approach to ensure accountability in AI ecosystems. Drawing on 

comparative jurisprudence, government reports, and scholarly debates, it argues for a rights-based legal 

architecture that foregrounds fairness, transparency, and redress. In doing so, the article responds to the urgent 
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question: How can law ensure that the algorithmic turn does not erode constitutional commitments to equality 

and justice? 

 

UNDERSTANDING ALGORITHMIC BIAS 

Algorithmic bias refers to systematic and repeatable errors in automated systems that result in unfair or 

discriminatory outcomes—often privileging certain groups while disadvantaging others. Despite the common 

perception of algorithms as objective and data-driven, they are in fact socio-technical constructs, shaped by 

human choices, institutional norms, and historical data. Bias in AI does not emerge in a vacuum; it is often a 

reflection of the real-world inequalities embedded in the data on which these systems are trained, or in the 

design assumptions of developers. 

There are three major sources of algorithmic bias: 

• Data Bias: Occurs when training datasets reflect historical prejudices, stereotypes, or underrepresentation 

of certain communities. For instance, if past hiring data shows a preference for male candidates, an AI 

model trained on such data may learn to replicate and reinforce gender bias. 

• Design Bias: Emerges from the unconscious assumptions or values embedded in the structure or logic of 

an algorithm. This may happen when developers fail to account for social diversity, or overlook 

intersectional vulnerabilities during system design and testing. 

• Feedback Loops: Arise when biased outcomes from algorithms are fed back into the system as new data, 

reinforcing and amplifying the original distortions. This is especially common in predictive policing or 

credit scoring, where past biased decisions influence future risk assessments. 

 

CASE EXAMPLES OF ALGORITHMIC BIAS 

• COMPAS (USA): The Correctional Offender Management Profiling for Alternative Sanctions 

(COMPAS), a risk assessment tool used in the U.S. criminal justice system, was found to 

disproportionately rate Black defendants as high-risk for reoffending compared to white defendants with 

similar profiles. A 2016 investigation by ProPublica revealed significant racial disparities, sparking 

widespread concern about the use of opaque AI in sentencing and bail decisions. 

• Amazon’s Hiring Tool: In 2018, Amazon discontinued an experimental AI recruiting tool after 

discovering that it systematically downgraded resumes containing the word “women’s” (e.g., “women’s 

chess club”), as well as candidates from women’s colleges. This occurred because the model had been 

trained on historical hiring data that reflected the company’s male-dominated workforce, thus 

internalizing and reproducing existing gender imbalances. 

• Aadhaar Welfare Exclusions (India): India's Aadhaar biometric authentication system, though 

designed to streamline welfare delivery, has faced criticism for excluding large numbers of beneficiaries. 

Technical errors in fingerprint or iris scans disproportionately affect manual laborers, the elderly, and 

persons with disabilities—populations often belonging to marginalized communities. Reports and field 

studies have highlighted how these exclusions, rooted in technological failure, can amount to a denial of 

social and economic rights. 

These examples underscore a critical insight: algorithms are not inherently neutral. When designed or 

deployed without safeguards, they can function as instruments of discrimination, reinforcing rather than 

remedying social hierarchies. In societies like India, marked by deep inequalities along lines of caste, gender, 

class, and religion, the uncritical adoption of biased AI systems risks exacerbating existing injustices under 

the veneer of technological objectivity. 

 

CURRENT LEGAL FRAMEWORKS AND LIMITATIONS 

As algorithmic decision-making becomes increasingly integrated into critical sectors, the adequacy of existing 

legal frameworks to address AI-related discrimination and bias is being seriously questioned. While 

foundational constitutional and data protection provisions exist in India, they fall short of directly tackling the 

complex and technical nature of algorithmic harms. A comparative glance at global approaches reveals that 

while some jurisdictions have taken progressive steps toward AI regulation, a coherent legal model remains 

elusive worldwide. 
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INDIA’S LEGAL LANDSCAPE 

India’s constitutional architecture strongly supports the principles of equality, non-discrimination, and due 

process: 

• Article 14 of the Constitution guarantees equality before the law and equal protection of the laws. 

• Article 15 prohibits discrimination on grounds such as religion, race, caste, sex, or place of birth. 

• Article 21, as interpreted in Justice K.S. Puttaswamy v. Union of India (2017), recognizes the right to 

privacy as a fundamental right, encompassing informational autonomy and dignity. 

However, these constitutional guarantees have not been extended to specifically address harms caused by 

algorithmic opacity, bias, or exclusion. As of now, Indian jurisprudence has not developed doctrines that apply 

constitutional scrutiny to automated decision-making by the state or private actors. 

The Digital Personal Data Protection Act, 2023 marks a step toward regulating data use and privacy. It 

introduces obligations regarding purpose limitation, data minimization, and consent. However, the law does 

not address algorithmic fairness, explainability, or human oversight, nor does it mandate algorithmic 

audits or impact assessments. Moreover, the Act focuses predominantly on personal data protection, leaving 

significant gaps in governing AI systems used in public governance, criminal justice, or private employment. 

India has no comprehensive or sector-specific AI legislation, and no legally mandated standards currently 

exist for testing algorithmic bias, redressing harm, or enforcing accountability in AI systems. This regulatory 

vacuum poses serious risks to the constitutional commitment to social justice and equal treatment. 

 

COMPARATIVE GLOBAL APPROACHES 

European Union: The AI Act 

The EU has taken a pioneering role with the proposed Artificial Intelligence Act, which adopts a risk-based 

approach to regulating AI systems: 

• AI systems are categorized as minimal, limited, high, or unacceptable risk. 

• High-risk AI systems—such as those used in law enforcement, biometric identification, or education—

must comply with strict requirements related to transparency, data governance, human oversight, and 

accountability. 

• The Act mandates conformity assessments and creates the basis for enforcement by national supervisory 

authorities. 

• Notably, it provides for fundamental rights impact assessments, directly linking AI regulation with 

human rights protection. 

 

UNITED STATES: ALGORITHMIC ACCOUNTABILITY (PROPOSED) 

The Algorithmic Accountability Act, reintroduced in the U.S. Congress, seeks to make impact assessments 

mandatory for companies deploying automated decision systems: 

• Requires businesses to evaluate and document potential risks of bias, discrimination, and privacy 

violations. 

• Promotes transparency in algorithmic logic and deployment, although enforcement mechanisms remain 

limited and depend heavily on agency capacity and political will. 

• The U.S. legal framework remains fragmented, with sectoral laws like the Civil Rights Act and Fair 

Credit Reporting Act being applied creatively to AI-related harms. 

 

OECD PRINCIPLES ON ARTIFICIAL INTELLIGENCE 

The OECD’s intergovernmental guidelines, endorsed by over 40 countries including India, lay down five 

key principles: 

1. AI should benefit people and the planet. 

2. AI systems should be transparent and explainable. 

3. AI actors should be accountable. 

4. AI should be robust, secure, and safe. 

5. AI development should respect human rights and democratic values. 

Though non-binding, these principles offer a global ethical framework and serve as a reference point for 

developing national legislation. 
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RECENT CASE LAW: EMERGING LEGAL PRECEDENTS 

As algorithmic systems increasingly influence critical decisions in employment, housing, social welfare, and 

criminal justice, courts and regulators are beginning to grapple with their discriminatory consequences. A 

growing body of jurisprudence—particularly from the United States and Europe—signals a paradigm shift in 

legal accountability for AI-mediated decisions. Although India has not yet adjudicated algorithmic bias cases 

directly, early developments in the use of AI by courts and administrative bodies have prompted critical 

debates on the technology's reliability and fairness. 

 

INTERNATIONAL JURISPRUDENCE 

• Mobley v. Workday, Inc. (N.D. Cal., 2024): In a landmark ruling, the U.S. District Court for the 

Northern District of California held an AI vendor liable under Title VII of the Civil Rights Act, 

recognizing that algorithmic screening tools employed by companies may act as agents and perpetuate 

disparate impact discrimination. This case affirms that liability extends not only to employers but also 

to developers of AI tools if their systems encode or replicate structural biases. 

• EEOC v. iTutorGroup (2023 Settlement): The U.S. Equal Employment Opportunity Commission 

(EEOC) found that the online education company violated age discrimination provisions of the Age 

Discrimination in Employment Act (ADEA) by using AI tools to automatically reject applicants above 

a certain age. The case concluded with monetary sanctions and mandatory bias mitigation protocols, 

including AI audits and workforce training. 

• Mary Louis v. SafeRent Solutions (USA, 2024): A $2.3 million class-action settlement was reached 

after plaintiffs proved that AI-based tenant screening systems disproportionately excluded low-income 

Black and Hispanic applicants, violating the Fair Housing Act. The lack of transparency and recourse 

in the AI decisions was a key factor in judicial scrutiny. 

• Uber Eats Facial Recognition Dispute (UK, 2023–24): A UK employment tribunal ruled in favor of an 

African-descent courier who was repeatedly locked out of the Uber Eats platform due to biometric 

misidentification. The case highlighted how facial recognition systems may systematically misidentify 

people of color, reinforcing racial disparities in platform-based employment. 

• France: CNAF Algorithmic Discrimination Case (Filed 2024): A human rights coalition filed a 

challenge against the Caisse Nationale des Allocations Familiales (CNAF) for deploying an algorithm 

that allegedly targeted single mothers and persons with disabilities for audits and sanctions. The case 

is likely to become a test for the enforcement provisions of the forthcoming EU Artificial Intelligence 

Act. 

• UK Employment Tribunal (2025): A Chinese-origin scientist filed a complaint alleging algorithmic 

bias in a national security clearance denial. The tribunal rejected the claim, affirming that the decision 

stemmed from national security protocol rather than racial profiling—illustrating how AI bias concerns 

intersect with public interest justifications. 

 

INDIAN DEVELOPMENTS 

Although Indian courts have not yet addressed algorithmic discrimination in the context of civil rights 

litigation, recent judicial and administrative interactions with AI signal emerging challenges: 

• Use of ChatGPT by Punjab & Haryana and Delhi High Courts (2023): These courts used ChatGPT 

for preliminary bail assessments and legal research. While judges acknowledged its utility, they issued 

caveats regarding over-reliance on AI due to the risk of hallucinated (fabricated) precedents—

highlighting concerns about epistemic reliability. 

• Bengaluru Tax Tribunal Recall (2025): The tribunal retracted an order based on a ChatGPT-generated 

citation that proved to be fictitious, showcasing the potential for algorithmic misinformation in judicial 

workflows. 

• AI Bias in Bail Prediction Models: Research using bail prediction tools trained on Hindi-language court 

records revealed disparate bail grant rates between Hindu and Muslim accused persons, reflecting 

how algorithmic tools can perpetuate existing social and religious biases even in ostensibly neutral 

domains (arXiv preprint, 2023). 

Observations: These precedents reflect a growing judicial sensitivity to AI-induced inequality, especially 

where algorithmic opacity obscures discriminatory logic. They also indicate an emerging duty of care for 
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both developers and users of AI systems, and a judicial willingness to extend traditional anti-discrimination 

doctrines into the technological sphere. For India, these cases serve as critical touchstones as the country 

navigates how to align AI governance with constitutional commitments to equality and justice. 

 

GOVERNMENT REPORTS & INSTITUTIONAL RESPONSES 

As algorithmic systems increasingly mediate access to welfare, employment, education, and justice, 

governments and civil society organizations have begun articulating frameworks to address the ethical and 

legal ramifications of such technologies. In India, the growing policy discourse reflects an urgent need to align 

AI governance with the country’s constitutional principles, socio-cultural diversity, and developmental goals. 

 

INDIAAI ADVISORY GROUP REPORT (2025) 

Released for public consultation in February 2025 by the Ministry of Electronics and Information Technology 

(MeitY), the IndiaAI Advisory Group Report proposes an “AI for India” regulatory framework grounded in 

algorithmic accountability, transparency, and stakeholder inclusion. It calls for sector-specific norms, 

impact assessments for high-risk AI applications, and institutional mechanisms for oversight. The report 

stresses that any AI governance framework must be tailored to India’s pluralistic society and address 

contextual vulnerabilities, including regional, linguistic, and caste-based disparities. 

 

INDIAAI SAFETY INSTITUTE (AISI) 

Announced in January 2025 under the broader IndiaAI mission, the IndiaAI Safety Institute is a national 

institution tasked with ensuring ethical and secure development of AI systems. AISI will set auditing 

benchmarks, develop indigenous datasets, and promote AI alignment with India's socio-cultural context, 

including multilingual accessibility and inclusion of underrepresented communities. The initiative is a 

response to growing concerns about the harmful social externalities of opaque AI deployment in both public 

and private sectors. 

5.3 Stakeholder Consultations: CIS Roundtable 

In a landmark roundtable held by the Centre for Internet & Society (CIS) in New Delhi, civil society 

organizations, technologists, and legal experts emphasized the urgent need for: 

• Algorithmic transparency 

• Independent third-party audits 

• Redress mechanisms 

• Sector-specific AI regulatory norms 

While recognizing the importance of openness in algorithmic systems, participants also noted that full 

transparency may risk gaming or adversarial manipulation, necessitating a balanced governance 

approach. 

5.4 Amnesty India and MediaNama Analysis (2024) 

An investigative report by Amnesty International India and MediaNama raised significant red flags 

concerning algorithmic profiling via Aadhaar-linked welfare systems. The analysis argued that proposed 

cross-sectoral data hubs and automated targeting tools could reinforce systemic discrimination along lines 

of caste, religion, gender, and income, without sufficient safeguards or redress. It further criticized the 

absence of public consultations, auditability, and explainability in key government algorithmic systems, 

framing the issue as one of digital constitutionalism. 

 

Observations: These institutional responses reflect India’s evolving but fragmented approach to AI 

governance. While recent initiatives mark a shift toward proactive regulation, the absence of binding legal 

standards for algorithmic discrimination and due process continues to create regulatory opacity. 

Nonetheless, the increasing involvement of diverse stakeholders—from government to civil society—signals 

a growing consensus on the need for rights-based, contextual, and inclusive AI governance. 

 

LEGAL IMPLICATIONS: STRENGTHENING THE ANALYTICAL FRAMEWORK 

To ensure that the deployment of AI technologies aligns with constitutional values and global human rights 

standards, there is a pressing need to develop a robust legal framework that addresses the specific challenges 

posed by algorithmic decision-making. This section identifies the key legal implications emerging from recent 
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case law, policy reports, and technological practices, and offers a structured analytical framework for 

regulatory intervention. 

 

CONSTITUTIONAL COMPATIBILITY AND NON-DISCRIMINATION 

At the core of legal accountability lies the principle of non-discrimination under Article 14 of the Indian 

Constitution, which guarantees equality before the law and equal protection of the laws. Algorithmic bias, 

particularly when deployed in public services or employment, may amount to indirect discrimination, even 

without explicit intent. The state’s obligation to prevent discriminatory outcomes from automated systems is 

reinforced by the right to dignity and privacy under Article 21, as emphasized in Justice K.S. Puttaswamy 

v. Union of India (2017). 

 

EXTENDING DUE PROCESS TO ALGORITHMIC SYSTEMS 

Opaque AI decision-making often lacks explainability, undermining procedural fairness and the right to be 

heard. As seen in international jurisprudence (e.g., SafeRent and Uber Eats cases), the inability to appeal or 

understand algorithmic decisions constitutes a denial of due process. Indian administrative law principles such 

as reasoned decision-making, natural justice, and judicial review must be extended to automated systems, 

especially where life, liberty, or entitlements are affected. 

 

ASSIGNING ACCOUNTABILITY IN MULTI-STAKEHOLDER ECOSYSTEMS 

One of the most complex legal challenges is identifying responsibility across developers, vendors, data 

providers, and deployers of AI systems. Emerging trends from U.S. cases like Mobley v. Workday and 

EEOC settlements suggest that vicarious liability and joint accountability may be applied to both AI service 

providers and end users. Indian law must evolve to incorporate clear obligations, audit trails, and liability 

norms for each actor in the AI value chain. 

 

REGULATORY GAPS AND THE NEED FOR SECTOR-SPECIFIC NORMS 

The Digital Personal Data Protection Act, 2023, while offering basic protections around data use and 

consent, does not mandate impact assessments, algorithmic audits, or anti-discrimination testing. This 

regulatory lacuna calls for: 

• Mandatory algorithmic impact assessments (AIA) 

• Pre-deployment bias audits 

• Explainability standards for high-risk sectors (e.g., welfare, law enforcement, recruitment) 

These must be complemented by rights-based oversight mechanisms and sector-specific regulators (similar 

to the EU AI Act model). 

 

INCORPORATING INDIGENOUS CONTEXTS INTO ALGORITHMIC DESIGN 

Algorithmic fairness cannot be universalized; it must be contextual. In India, caste, religion, language, and 

digital literacy significantly influence outcomes. As highlighted by the IndiaAI Advisory Report and the 

Amnesty–MediaNama analysis, there is a need to: 

• Build representative datasets 

• Embed affirmative fairness metrics 

• Ensure inclusive consultation processes during system design 

Legal standards should thus require alignment with India’s pluralist constitutional ethos, ensuring that 

technology reinforces—not replaces—democratic values. 

 

PROPOSED ANALYTICAL FRAMEWORK FOR LEGAL OVERSIGHT 

Dimension Key Questions 

Transparency Is the logic of the algorithm explainable and accessible to affected 

individuals? 

Accountability Who is liable for harm—developer, deployer, or data provider? 

Fairness and Non-

Discrimination 

Has the system undergone bias audits and fairness testing for protected 

groups? 
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Redress Mechanisms Can individuals contest adverse algorithmic decisions through a due 

process? 

Contextual Adaptability Does the system account for local socio-economic and cultural realities? 

 

LIABILITY IN ALGORITHMIC DISCRIMINATION 

One of the most pressing and complex legal issues in regulating AI is the attribution of liability for harms 

caused by algorithmic discrimination. Traditional legal frameworks—rooted in tort law, contract law, and 

statutory obligations—are often ill-suited to capture the unique characteristics of AI systems. Central to this 

challenge is the opacity of decision-making processes (the "black box" problem), compounded by the diffuse 

nature of responsibility across various stakeholders—such as developers, data scientists, platform providers, 

and end-users. 

 

KEY LEGAL CHALLENGES: 

• Causation: Proving a direct link between a discriminatory output and a specific action or input is difficult 

due to the dynamic and adaptive nature of algorithms. 

• Mens rea or Intent: Most legal systems require some element of intent or knowledge in establishing 

liability, which is often absent in automated decision-making systems. 

• Multiplicity of Actors: AI systems involve multiple layers of actors (designers, data providers, algorithm 

trainers, deployers), making it difficult to pinpoint a single responsible party. 

 

EMERGING LEGAL APPROACHES: 

1. Strict Liability for High-Risk AI Systems: This approach mirrors doctrines used in hazardous activity 

regulation. It places liability on the deployer or developer of AI systems regardless of fault, especially 

when systems operate in high-risk domains such as criminal justice, healthcare, or welfare distribution. 

This would encourage risk-averse behavior and greater investment in fairness safeguards. 

2. Duty of Care and Negligence-Based Frameworks: A tort law-inspired model could impose a statutory 

duty of care on AI developers, mandating responsible data handling, fairness testing, and continuous 

monitoring. Breach of this duty—such as deploying biased models or failing to address known risks—

would attract civil liability. 

3. Mandatory Algorithmic Impact Assessments (AIAs): Legal frameworks may require entities to 

conduct pre-deployment audits and periodic impact assessments to evaluate the potential for bias, 

disparate impact, or unjust exclusion. Failure to carry out or comply with audit recommendations may 

trigger penalties. 

4. Transparency and Explainability Obligations: Especially in public sector applications, laws could 

mandate that AI-generated decisions be accompanied by explainable rationales, allowing affected 

individuals to seek redress. The EU AI Act and U.S. proposals like the Algorithmic Accountability Act 

have already taken steps in this direction. 

5. Shared and Layered Liability Models: Given the collaborative nature of AI ecosystems, regulators may 

adopt joint or several liability structures where responsibility is distributed proportionally among 

stakeholders (e.g., algorithm designers for biased architecture, deployers for improper implementation, 

and data suppliers for skewed datasets). 

 

TOWARDS A ROBUST LIABILITY REGIME 

To operationalize legal responsibility, India must move toward a hybrid model—one that combines ex ante 

obligations (such as audits and fairness testing) with ex post remedies (such as civil damages and regulatory 

penalties). This regime must be underpinned by: 

• Clear definitions of discriminatory harm 

• Regulatory oversight with teeth 

• Whistleblower and public interest litigation mechanisms 

• Institutional support for marginalized claimants to contest algorithmic decisions 

By placing accountability at the heart of AI governance, legal systems can begin to counterbalance the 

asymmetries of power and knowledge embedded in algorithmic infrastructures. 
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COMPARATIVE PERSPECTIVES 

Understanding how different jurisdictions are tackling the problem of algorithmic discrimination offers 

valuable insights for India as it shapes its own AI governance regime. While the fundamental challenges—

opacity, bias, accountability—are universal, the legal responses have varied widely based on political systems, 

regulatory philosophies, and socio-economic conditions. 

 

EUROPEAN UNION: RIGHTS-BASED AND PRECAUTIONARY MODEL 

The European Union has emerged as a global leader in regulating AI through a comprehensive, rights-

focused framework. The EU Artificial Intelligence Act, expected to come into full force by 2026, classifies 

AI applications based on risk categories (unacceptable, high, limited, and minimal risk) and imposes stringent 

compliance obligations on high-risk systems, including: 

• Mandatory algorithmic impact assessments 

• Requirements for transparency, human oversight, and robustness 

• Prohibitions on certain uses of AI that contravene human dignity or democratic values (e.g., social 

scoring) 

The EU approach draws heavily on the Charter of Fundamental Rights, ensuring that automated decision-

making aligns with principles of proportionality, non-discrimination, and due process. Importantly, civil 

society organizations and data protection authorities play a strong monitoring role. 

 

UNITED STATES: SECTORAL AND SELF-REGULATORY APPROACH 

The U.S. adopts a decentralized and innovation-friendly model, where sector-specific agencies (e.g., the 

FTC, EEOC, and HUD) oversee AI within their domains. There is no omnibus AI law, but increasing attention 

is being paid to algorithmic fairness: 

• The Algorithmic Accountability Act (proposed but not yet enacted) seeks to mandate impact 

assessments for automated decision systems. 

• The Equal Employment Opportunity Commission (EEOC) has initiated enforcement actions against 

AI-based hiring discrimination. 

• Cities like New York have passed laws requiring bias audits for AI hiring tools (e.g., NYC Local Law 

144). 

However, critics argue that this reactive and fragmented approach allows private actors to set the terms of 

AI use, often leaving individuals with limited avenues for redress. 

 

CHINA: CONTROL-ORIENTED AND SURVEILLANCE-DRIVEN 

China’s AI strategy emphasizes technological advancement and state control rather than individual rights. 

While the Ethical Guidelines for New Generation AI (2021) articulate values such as fairness and 

accountability, enforcement is uneven and subordinated to political imperatives. 

• Algorithmic regulations focus on content moderation, data security, and platform accountability, 

especially in the context of recommender systems. 

• The Cyberspace Administration of China has implemented rules requiring algorithm providers to 

register their systems and disclose parameters if deemed socially influential. 

• However, algorithmic systems are frequently employed in mass surveillance and social credit scoring, 

raising concerns about systemic discrimination without transparency or due process. 

 

INDIA: TOWARDS A CONTEXT-SENSITIVE HYBRID MODEL 

India finds itself at a critical juncture—balancing rapid digitalization with constitutional commitments to 

equality, privacy, and non-discrimination. As of 2025, it lacks a dedicated AI statute, though it has initiated 

important steps through: 

• The Digital Personal Data Protection Act (2023), which provides some procedural safeguards 

• The IndiaAI Mission and IndiaAI Safety Institute, promoting research and ethical governance 

• Draft recommendations from the IndiaAI Advisory Group suggesting a nuanced framework sensitive 

to caste, gender, and linguistic diversity 

India must draw selectively from global models: 
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• From the EU, it can adopt a rights-based, precautionary lens to regulate high-risk AI, particularly in the 

public sector. 

• From the U.S., it can learn how sectoral guidance and litigation by impacted individuals can shape 

corporate behavior. 

• From China, it must be cautious of overcentralization and ensure transparency and accountability, 

especially in welfare and policing technologies. 

A middle path is thus imperative—one that integrates global best practices with India’s constitutional 

morality and the socio-economic realities of marginalized communities. 

 

THE WAY FORWARD: TOWARDS ACCOUNTABLE AI 

As India rapidly embraces artificial intelligence across sectors—from welfare delivery and law enforcement 

to employment and education—it stands at a pivotal moment to shape a legal and ethical ecosystem that 

ensures algorithmic accountability, fairness, and human dignity. Current legal protections, while 

foundational, are insufficient to address the complex and evolving risks posed by opaque, automated decision-

making systems. A proactive, rights-driven and context-sensitive regulatory strategy is imperative. 

 

ENACTMENT OF A COMPREHENSIVE AI REGULATION LAW 

India must enact a dedicated AI regulation statute grounded in constitutional values and international 

human rights standards. Such a law should: 

• Define categories of risk based on use and impact 

• Prohibit AI applications that contravene dignity, privacy, or due process (e.g., mass surveillance, 

predictive policing) 

• Embed transparency and explainability mandates, especially in high-stakes public sector use 

• Create legal duties of care for AI developers, deployers, and data controllers 

• Provide clear mechanisms for grievance redressal and compensation for affected individuals 

 

ALGORITHMIC FAIRNESS AND NON-DISCRIMINATION STANDARDS 

India should establish formal benchmarks for ensuring algorithmic fairness, including: 

• Pre-deployment bias testing using representative datasets that reflect India's linguistic, caste, gender, and 

religious diversity 

• Mandated periodic audits by independent and accredited institutions 

• Risk assessments that evaluate disparate impact across protected categories, even in the absence of 

intentional discrimination 

Such standards must be enforceable, not aspirational, and integrated into procurement, licensing, and 

operational protocols for public and private AI systems. 

 

MANDATING HUMAN-IN-THE-LOOP SAFEGUARDS 

In all applications that directly affect fundamental rights—such as bail, employment, welfare access, or 

credit—India must enforce a "human-in-the-loop" requirement. This means: 

• No automated decision should be final without meaningful human review 

• Individuals must be able to challenge algorithmic decisions and receive timely redress 

• Oversight personnel must be trained to detect, interpret, and correct machine bias 

Such measures will guard against the abdication of accountability to opaque systems and uphold due process 

and reasoned decision-making. 

 

ESTABLISHMENT OF A CENTRAL AI REGULATORY AUTHORITY 

India requires an independent and well-resourced Artificial Intelligence Regulatory Authority to: 

• Certify AI systems based on ethical and technical compliance 

• Monitor and audit public sector deployments 

• Oversee a national register of high-risk AI applications 

• Coordinate with data protection, cybersecurity, and sectoral regulators 

• Investigate complaints and impose civil or criminal penalties for harmful uses 
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This authority should be grounded in public interest and expert pluralism, ensuring representation from 

civil society, technical experts, affected communities, and legal scholars. 

 

MANDATING OPEN ALGORITHMS FOR PUBLIC USE CASES 

In welfare, policing, taxation, and other public governance functions, India must adopt a presumption of 

openness: 

• Source codes and decision rules of government-deployed algorithms must be publicly accessible 

• Code repositories should allow for independent scrutiny, academic review, and civil society audits 

• Exceptions (e.g., national security) must be narrowly tailored and subject to parliamentary oversight 

 

Transparency in public AI fosters democratic legitimacy, deters abuse, and enhances accountability to 

citizens. 

This roadmap envisions a future where technological advancement aligns with constitutional morality, 

ensuring that AI empowers rather than marginalizes. India’s unique socio-political context demands not only 

borrowing best practices but innovating its own regulatory path, one that secures justice, equality, and 

human dignity in the algorithmic age. 

 

CONCLUSION AND RECOMMENDATIONS 

Conclusion 

The proliferation of AI systems in governance, commerce, and everyday life demands urgent legal attention 

to their potentially discriminatory outcomes. Far from being neutral, algorithms often reflect and magnify 

existing social inequalities, especially when built on historical data or opaque design choices. Recent case law 

from jurisdictions like the U.S., UK, and France illustrates a growing judicial willingness to treat algorithmic 

harms as legally actionable. In India, though case law remains nascent, the integration of AI into judicial and 

welfare systems—along with policy shifts like the IndiaAI Advisory Group’s proposals and the establishment 

of the IndiaAI Safety Institute—indicate growing institutional awareness. 

However, these responses remain fragmented and insufficient. India’s constitutional promise of equality under 

Articles 14 and 15, and the evolving right to informational privacy under Article 21, remain underutilized in 

algorithmic contexts. Without a robust and specific legal regime, the potential of AI to discriminate will go 

unchecked, undermining democratic values and human dignity. Therefore, legal accountability for AI is not 

merely a technical or regulatory issue—it is a constitutional imperative. 

 

RECOMMENDATIONS 

1. Enact a Comprehensive AI Regulation Law 

o Introduce legislation modeled on global best practices, incorporating rights-based and risk-tiered 

frameworks. 

o Ensure alignment with the Constitution, especially Articles 14, 15, and 21, by embedding fairness, 

non-discrimination, and due process into AI governance. 

2. Establish an Independent AI Regulatory Authority 

o Create a dedicated body empowered to certify, audit, and investigate AI systems, especially those 

deployed in sensitive domains like finance, criminal justice, welfare, and hiring. 

o This authority should have investigatory powers, including public complaints mechanisms and 

enforcement capacity. 

3. Mandate Algorithmic Impact Assessments and Bias Audits 

o Require companies and government agencies to conduct periodic algorithmic impact assessments 

(AIA) before deploying high-risk AI systems. 

o Make third-party audits compulsory for public sector algorithms, with results made publicly 

accessible. 

4. Enforce Transparency and Explainability 

o Enact rules requiring clear disclosures when AI is used in decision-making. 

o Develop technical and legal standards for explainability, especially for decisions affecting rights and 

entitlements. 

5. Strengthen Remedies and Redress Mechanisms 
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o Amend consumer protection, anti-discrimination, and tort laws to include AI-specific harms. 

o Ensure accessible redressal channels for individuals adversely affected by algorithmic decisions. 

6. Promote Open-Source and Public Interest AI 

o Encourage the use of open algorithms in welfare and governance to enable public scrutiny. 

o Support interdisciplinary research in ethical and inclusive AI through legal-academic partnerships. 

7. Ensure Inclusive and Participatory AI Governance 

o Involve civil society, marginalized groups, and subject experts in the design, deployment, and 

oversight of AI systems. 

o Integrate ethical and social impact considerations in procurement policies and AI funding. 
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