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Abstract: 

The research critically examines the impact of generative artificial intelligence (GenAI) on educational 

assessment by highlighting both its transformative potential and associated risks. Findings reveal that 

GenAI enhances scalability, provides instant feedback, and supports personalized learning, 

particularly in structured disciplines like STEM. However, it underperforms in humanities assessments 

that require varied interpretation and creativity. The analysis also shows that while AI can reduce 

human grading bias, it introduces algorithmic biases that disadvantage AI can reduce human grading 

bias but diverse learners. Stakeholder analysis identifies benefits for students and educators but 

emphasizes the need for AI literacy and ethical oversight. Key concerns include academic dishonesty, 

data privacy violations, and the erosion of human judgment in pedagogy. The study concludes that 

GenAI should not replace human evaluators but complement them through hybrid models. Future 

research must focus on explainable AI systems, ethical frameworks, and AI-resistant assessment 

formats to ensure educational equity, integrity, and long-term learning effectiveness.  
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1. Introduction 

The rapid advancement of Generative Artificial Intelligence (GenAI), which encompasses tools such as 

ChatGPT, Gemini, and Claude, has significantly transformed various sectors, with education among the most 

affected (Kumar & Bhardwaj, 2024). These AI systems are capable of producing human-like text, solving 

complex problems, and providing personalized feedback, offering a paradigm shift in how educational 

assessments are designed and administered. Traditional assessment methods, such as standardized tests and 

manual essay grading, have long struggled with issues including scalability, subjectivity, and inherent biases, 

leading to delays in feedback and a lack of individualized learning support. GenAI presents promising 

solutions to these longstanding problems by enabling automated grading, adaptive assessments, and real-time 

feedback (Giannakos et al., 2024). However, its rapid integration also raises critical concerns around academic 

integrity, fairness, and the potential erosion of critical thinking skills (Hanafi et al., 2025). This paper aims to 

critically evaluate the dual impact of GenAI in educational assessments, weighing its innovative potential 

against the associated risks. It also explores future directions that ensure AI integration aligns with 

pedagogical objectives and ethical standards. 

 

2.1 Problem Statement: Challenges in Traditional Assessment 

Routine educational tests – standardised tests, essays, oral evaluations – have always been pillars of academic 

testing. Nevertheless, these methods are plagued by persistent constraints in the rapidly changing educational 

atmosphere. One major issue is scalability. Educators are often swamped with large volumes of student 

submissions and fail to offer timely feedback, which quite inconveniences timely learning improvement 

(Hoernig et al., 2024).  Moreover, human grading is, by nature, subjective. Evaluators unknowingly favour 

some writing styles, language proficiency, or cultural expressions, thus skewing assessment results (Zhao et 

al., 2024). 

There is another rapidly increasing concern in this regard, specifically academic integrity. Thanks to the 

growing accessibility of generative AI tools, students can now create assignments that are extremely similar 

to authentic work (Salinas-Navarro et al., 2024a). Salinas-Navarro et al (2024b) argue that this threatens the 
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ability to detect plagiarism and jeopardizes the veracity of assessment outcomes. On top of that, traditional 

assessments tend to use an all-embracing paradigm that does not address varying learning requirements. Such 

students are often disadvantaged by standardizations that apply to all (Khlaif et al., 2024). The numerous 

complex challenges given importance attach urgency to the need for more adaptive, scalable, and equitable 

assessment strategies. The incorporation of solutions informed by AI may present a way forward by improving 

accuracy, personalisation, and efficiency of educational assessment. 

 

2.2 Generative AI in Educational Assessment: Opportunities & Solutions 

2.2.1 Automated Assessment & Feedback 

Generative AI (GenAI) possesses the potential to transform educational assessment by automating the 

process, but its utility requires sensitive debate. Systems such as GPT-4 that promise to reduce time in grading 

and increase consistency through the assessment of coherence, strength of argument, and grammar (Pack et 

al., 2024; Rony et al., 2025). Research exists that demonstrates that AES systems can produce scores similar 

to human raters for standardized prompts (Lim et al., 2021). However, such models tend to favor formulaic 

writing and are capable of being played to if a student learns how to game them using syntactically sound but 

content-poor submissions. 

In addition, GenAI presents real-time feedback mechanisms for improvement in formative assessment. 

Embedded tools within learning platforms can give immediate corrections and writing recommendations, 

resulting in measurable improvement in student writing over time (Procel et al., 2024). This responsiveness 

makes it easier to close feedback loops more efficiently than in the past. Still, such feedback is mostly 

superficial, on grammar, syntax, and structures rather than on substantive conceptual comprehension. 

Critically, GenAI is constrained in its ability to evaluate higher-order thinking skills such as creativity, 

originality, and ethics. These competencies are very hard to quantify algorithmically and, a lot of times, 

require human interpretive judgment according to Luo (2024). Figure 1 below illustrates how GenAI is 

applied in automated grading, real-time feedback, AI-driven tests, and voice-based assessments.  

 
Figure 1: Generative AI-Based Interactive Assessments (Eklavvya, 2024) 

 

2.2.2 Personalized and Adaptive Assessments 

Personalized and adaptive assessments powered by AI represent a significant shift from traditional “one-size-

fits-all” models toward individualized learning. Adaptive testing systems, like those used in standardized 

exams such as the GRE, dynamically modify question difficulty in real time based on a student’s previous 

responses (Yang et al., 2022). Shen et al. (2022) have shown that this approach increases the accuracy of skill-

level estimation while reducing test anxiety and time spent on assessments. Generative AI systems extend this 

adaptability further by creating tailored assessments that evolve with a learner’s progress. Through ongoing 

student input and behavior analysis, AI can identify gaps in understanding and recommend specific exercises 

to address them (Afzaal et al., 2021). Such feedback loops promote mastery-based learning, a pedagogical 

model linked to improved retention and performance. Figure 1 demonstrates how AI algorithms create 

personalized learning paths by analyzing student data and adapting content in real-time. 
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Fig 2: AI-powered learning path (Kumar et al., 2024) 

 

However, the effectiveness of these systems is not without limitations. Critics argue that adaptivity can lead 

to overfitting, where the AI narrows content too much, depriving learners of exposure to diverse concepts 

(Gligorea et al., 2023). Moreover, personalized algorithms may unintentionally reinforce educational 

inequalities if initial input data is biased or incomplete (Radwan & Mcginty, 2024). Thus, while AI-enhanced 

adaptive assessments offer a promising pathway to personalized education, they must be implemented 

cautiously, with safeguards against algorithmic bias and over-personalization. 

 

2.2.3 Enhancing Creativity & Critical Thinking 

While the use of generative AI can be seen as limiting deep learning, it can also be the tool to empower 

students in developing creative thinking and higher-order reasoning through their unique assessment designs. 

Rather than the decline of the teacher judgment; AI can complement the assessments to include complex, 

scenario based tasks where students must apply analytical reasoning to real world problems (Salinas-Navarro, 

2024a). In the training of medicine, the AI-generated exercises focus on the value of diagnostic reasoning, not 

mere memory recall, as is consistent with current modes of appraisal (Alowais et al., 2023). AI assists in peer 

review by providing rubrics and language prompts just like Eli Review and Peergrade function in order to 

support student feedback and met This will prompt students to engage more on assessment guidelines. 

However, such tasks are often narrow in their pedagogical vision, having little room for creative thinking, and 

focusing on a single route to resolution (George, 2023). Therefore, the place of AI must be to become an 

assistant and not a replacement for human creativity, instead supporting the imagination and the capacity for 

reflective judgment in educational contexts. 

 

2.2.4 Bias Reduction and Fairness 

A frequently cited advantage of AI in assessment is its potential to reduce human biases that compromise 

fairness. Unlike human graders, who may be influenced by handwriting, accents, or cultural expression, AI 

systems apply consistent scoring criteria across all submissions (Alvero et al., 2024). This can help eliminate 

certain prejudices, especially in large-scale assessments where inconsistency is common. However, the 

assumption that AI is inherently neutral is increasingly being challenged. In practice, AI models often replicate 

and even amplify the biases embedded in their training data. For instance, natural language processing models 

may favor Western academic writing norms, penalizing non-native speakers or culturally diverse rhetorical 

styles (Verma, 2023). This is particularly problematic in international education contexts, where fairness and 

inclusivity are paramount. Mitigating these algorithmic biases requires the development of fairness-aware AI 

models trained on diverse, representative datasets (Kheya et al., 2024). Additionally, integrating regular bias 

audits and human oversight into AI deployment is essential for maintaining equitable assessment practices. 

Explainable AI (XAI) systems, which allow educators to understand how AI reached its conclusions, can 

further enhance trust and transparency (Khosravi et al., 2022). 

 

https://www.ijirmps.org/


Volume 13 Issue 4                             @ Jul - Aug 2025 IJIRMPS | ISSN: 2349-7300        

IJIRMPS2504232678          Website: www.ijirmps.org Email: editor@ijirmps.org 4 
 

2.4 Impact on Stakeholders 

Generative AI affects educational stakeholders differently. Students benefit from faster feedback, adaptive 

assessments, and personalized learning (Lin, 2023) but risk reduced critical thinking and motivation due to 

AI dependency (Cubillos et al., 2025). Systems favoring conventional norms may marginalize diverse 

learners. Teachers gain time for pedagogy and mentoring (Mohamed et al., 2025) but require digital literacy 

to interpret AI analytics, risking overreliance (Lee et al., 2024). Institutions gain efficiency but face ethical 

and data concerns (Lie et al., 2022). Policymakers can drive reform using AI data but must regulate against 

misuse and inequities through proactive policy frameworks. 

 

Stakeholder Benefits Challenges 

Students Faster feedback, personalized 

learning 

Risk of dependency, reduced 

critical thinking 

Educators Reduced grading burden Need for AI literacy, trust in 

AI accuracy 

Institutions Cost efficiency, scalability Ethical concerns, policy gaps 

Policymakers Data-driven education 

reforms 

Regulation of AI misuse 

 

2.5 Scope & Limitations 

2.5.1 Subject-Specific Effectiveness 

Generative AI is much more skilled at evaluating structured, objective answers of the kind typical of the 

disciplines of STEM. AI tools can effectively analyze code, mathematical expression, and scientific 

exposition, for which in many cases answers are explicit and rule-based (Lujak et al., 2022). Nonetheless, its 

efficacy is reduced on humanities subjects where evaluation calls for delicate interpretation, ethical reasoning, 

and creativity. In disciplines like philosophy/paper writing or literature essay, AI may not understand the 

context or the tone or deeper meaning will be missed (AI prioritizes grammar and syntax to content depth) 

(Fitria, 2004). This disparity makes AI applicable only under certain conditions, pointing to the persistence 

of the use of human evaluators on some academic grounds. 

 

2.5.2 Short-Term vs. Long-Term Effects 

Over the short term, AI delivers fast seamless grading and prompt responses and efficiency that speaks to 

educators as well as institutions that look for scalable solutions (Chiu et al., 2022). These benefits may foster 

learning engagement and force reduction of administrative burdens. However, there is apprehension about the 

effects of such on the quality of learning in the long run. Students might be conditioned to be dependent too 

much on AI-generated comments, thus reducing their capacity to reason independently and critically (Zhai et 

al., 2024). Just like... educators may experience deskilling, ceasing to appreciate the craft of designing and 

evaluating assessment with the automated systems catering to more pedagogic tasks (Hughes 2024). 

 

3. CHALLENGES & ETHICAL CONSIDERATIONS 

Although generative AI provides many positive aspects to educational assessment, the integration of 

generative AI leads to many ethical and operational concerns. One important problem is academic integrity, 

in which case students may use AI tools to create assignments (Tripathi & Thakar, 2024). Besides, risks 

related to privacy arise when important student information has been used to train AI systems (Huang, 2023). 

Algorithmic bias continues to be an issue; that is, AI typically favors the dominant linguistic and cultural 

norm (Gupta et al., 2022). Last but not least, over-reliance on computers can diminish professional intuition 

with examples from educators which means loss of the role in context sensitive assessment and preliminary 

thinkers in students. 

 

3.1 Academic Integrity and Misuse 

The power of GenAI tools to create coherent and fine-quality texts has made it easier to confuse original 

student work with one generated by AI. Students can give away AI-written essays avoiding the learning 

process, while depriving the fundamental values of studying (critical thinking, and self-expression) (Tan & 
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Maravilla, 2024). Even though, tools such as AI detector of Turnitin try to detect synthetic content, there is 

still room for improvement when it comes to their reliability. High false-positive rates can wrongly tag 

authentic work of students, and that can hurt academic trust and due process (Liang et al., 2023). These 

constraints manifest the urgent need for new assessment models that have a greater focus on process rather 

than product, such as in-class writing or oral evaluations. 

 

3.2 Data Privacy and Security 

AI driven platforms tend to other times need access to immense level of data relating to personal and academic 

information to operate on smoothly. This poses great risks for student privacy. Assume data is used in training 

a model without consent. In that regard, it can be against such regulations as the General Data Protection 

Regulation (GDPR) or the Family Educational Rights and Privacy Act (FERPA) (Alier et al., 2021). Besides, 

data spills or misutilization could reveal confidential academic records, when cloud-based systems are applied 

but institutional protection is absent. Ethical use of AI should place the emphasis on transparency, informed 

consent and, strict data governance policies. 

 

3.3 Algorithmic Bias & Fairness 

Unsurprisingly, artificial intelligence systems tap into the data that has been used to train them. When training 

data does not show a diversity of cultures, or languages, or socio-economic life, AI tends to reproduce 

dominant norms (Roche et al., 2023). This in educational assessment usually translates into a preference for 

the Western academic conventions such as formalized essay structures or specific rhetorical styles by default 

disadvantaging the students from the multilingual or non-Western heritage (Chtena et al., 2025). Figure 3 

below shows different sources of bias in training machine learning algorithms such as data collection, 

algorithm design, and deployment. 

 
Fig 3: Illustration of different sources of bias in training machine learning algorithms (Norori et al., 2021) 

 

Such algorithmic prejudice is a serious equity problem. Students who do not follow these implicit norms may 

get decreasing grades or less useful feedback, not because they fail to understand the material, but because 

the AI cannot identify the variety in expression (Jensen et al., 2021). This is contrary to the tenets of inclusive 

education and could worsen existing educational inequalities. In doing so, to offset these results, AI systems 

should receive regular-periodic fairness audits, be retrained with a more diverse dataset, and be tuned to 

identify and abide by a wider set of linguistic and cultural standards (Laine et al., 2024).  

 

3.4 Over-Reliance on AI & Loss of Human Judgment 

As AI is increasingly used in assessment there is the danger of diluting the role of the educator. Even if AI 

can mechanise the process of performing basic tasks, it does not replace the role of requiring creativity, ethical 

reasoning and emotional tone (Khreisat et al., 2024 bb.) which has to be done by educators precisely because 

there is a distinction to it, which AI is not capable of. An excessive dependence on AI can result in what I call 
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a “deskilling” of teachers, because the crucial pedagogical decisions are reserved to inscrutable algorithms 

(Renkema & Tursunbayeva, 2024). Indeed, it imperative not for protecting the academic integrity only but 

also to retain the empathetic, relational feature of teaching that machines can never imitate (Nnorom, 2025). 

 

4. FUTURE RESEARCH DIRECTIONS 

Going forward, realized benefits by future research must therefore be directed towards enhancing the use of 

generative AI while minimizing the associated risks in educational assessments. Among priorities is the 

establishment of AI-resistant assessments – such as oral exams, in-class writing, and project-based 

examinations – that limit opportunities for use of AI and that more effectively evaluate true, student 

understanding (Khlaif et al., 2025). Chemical binding itself might also be as simple as a ligand attaching to 

an available receptor available in the receptor slot, but other subtleties such as how well the ligand binds to 

the receptor and whether it is able to retain the receptor in the appropriate shape could modify its interaction 

with other receptors. The growth of Explainable AI (XAI) systems also promises to promote transparency in 

explaining how AI develops assessment results (Longo et al., 2024). Furthermore, longitudinal studies are 

necessary to study the effects of AI on learning behaviour and academic integrity in the long term. Finally, 

inculcating holistic ethical frameworks will be pivotal to informing the responsible and fair deployment of AI 

in education.  

 

5. CONCLUSION 

Generative AI is transforming the face of educational assessment with platforms for automated grading and 

adaptive testing as well as customized feedback. These innovations may be able to increase scalability, 

accuracy and learner engagement. Nevertheless, the use of AI in assessment is accompanied by huge 

challenges. Examples like academic dishonesty, algorithmic bias, and data privacy and its failure to shore up 

human reason all point to the implication of a slow, regulated rollout. In order that AI serves to enhance 

education, its integration should have ethically guided guidelines, transparent practices and inclusive design. 

In future research, intersection between human-AI collaboration which will allow both algorithms' efficiency 

and educators’ critical insight must be addressed. Contingent measures also need to be pursued in reducing 

bias, increasing explainability and peace of mind resistant assessment designs. We can only adequately realize 

AI potential, while maintaining the standards, and integrity of academic level from a balanced and thoughtful 

perspective. 
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